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Abstract:

Diffusion models have shown remarkable success in generating high-dimensional data such as images and language - a feat
only possible if data has strong underlying structure. Understanding deep generative models thus requires understanding the
structure of the data they learn from. In particular, natural data is often composed of features organized hierarchically. In this
talk, we will model this structure using probabilistic context-free grammars - tree-like generative models from linguistics. | will
present a theory of denoising diffusion on this data, predicting a phase transition that governs the reconstruction of features at
various hierarchical levels. | will show empirical evidence for it in both image and language diffusion models. | will then discuss
how diffusion models learn these grammars, revealing a quantitative relationship between data correlations and the training set
size needed to learn how to hierarchically compose new data. In particular, we predict a polynomial scaling of sample
complexity with data dimension, providing a mechanism by which diffusion models avoid the curse of dimensionality.
Additionally, this theory predicts that models trained on limited data generate outputs that are locally coherent but lack global
consistency, an effect empirically confirmed across modalities. These results offer a new perspective on how generative models
learn to become creative and compose novel data by progressively uncovering the latent hierarchical structure.
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Generative modeling in large dimension

Generative modeling 03 —
— g
0.4

1. density estimation g of g given {xi}f)=1 ~ g(x)

0:2

2. sampling from g to generate new data

0

0.0

-4 -2 0 2 4 6

Problem: curse of dimensionality x

Learning a generic d-dimensional function to error e requires P = O(e™%)
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Google DeepMind

How do | start learning programming?

EHTA3284E56 Y41
387D50{34A43E624

in. Some popul
and C++,

Which programming lang

Mercury

wk A
Peebles & Xie (2023) Nice et al. (2025) Inception Labs

Diffusion models generate data in high d, natural data must be structured!

[o%]
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D Iffu S I On mOd e I S From non-equilibrium stat phys (Sohl-Dickstein et al., 2015)

forward (slowly add noise)

forward

~
>

Love all, trust a few Love [M], trust [M] [M]  [M] [M] [M] [M] [M] [M]

Run, night is falling fast ~ [M], night [M] [M] fast  [M] [M] [M] [M] [M] [M]

<
<

backward

A

backward (generate by denoising) r

 Stochastic process x, mapping gy(xg) to distribution g (xy) easy to sample
« Backward requires a force or score function V_log g, (x,) o< E[xg|x,]

« Score learned with a neural network — high-dimensional task! how?
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|s composition the mechanism behind?

l/ A'\Il ’ " S - P 0a 1
l ‘ “an astronaut riding a horse “a skiing cabbage on the slopes”
i (Stable Diffusion) (Sora)

True also for text (sentences composed by words, paragraphs by sentences, etc.)!

Q1. Does diffusion work by composing a new whole from learnt parts? How to probe if
the model composes? (assume perfectly learned score)

Q2. How much data to learn to compose?
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|s composition the mechanism behind?

l/ A'\Il ’ " S - P 0a 1
l ‘ “an astronaut riding a horse “a skiing cabbage on the slopes”
i (Stable Diffusion) (Sora)

True also for text (sentences composed by words, paragraphs by sentences, etc.)!

Q1. Does diffusion work by composing a new whole from learnt parts? How to probe if
the model composes? (assume perfectly learned score)

Q2. How much data to learn to compose?
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Probing compositionality

Forward-backward experiments: reverse time after time (noise) £ (Ho et al, 2020)

X0

! {" 3 forward R

Theory for Gaussians: crossover after which “class” information is lost Ambrogiont (2023)
Biroli, Mezard (2024)

Compositional nature of data: when low noise is added, low-level features change

fO(I) ~ pnet(j‘\:o | xt)

(
bagd X ’;, [0

OpenAl pre-trained
diffusion model

Theory of composition? How different noise levels affect different features?
Need toy models of data!

Pirsa: 25040088 Page 8/23



A toy model: The Random Hierarchy Model

Cagnetta, Petrini, Tomasini, AF, Wyart, PRX (2024)

I subTth vzrb
« Hierarchical and compositional generative model | Ll
L I NP
— | B
e Inspired by grammar trees in linguistics (Chomsky, | i . "
. 1 “ ” h hysici lained th h
1965) — (gea alsoused fer images: pattem theory the physicists explained the theory

« Assumptions: fixed topology (Mossel, 2016: Malach

& Shalev-Shwartz, 2018), random composition rules
(DeGiuli, 2016)

A Stochastic Grammar of Images

General Pattern Theory
A Mathematical Study of
Regular Structures
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The Random Hierarchy Model (RHM)

Cagnetta, Petrini, Tomasini, AF, Wyart, PRX (2024)

class —

high-level latents

Tractable probabilistic context free grammar: (level 2)

depth

« L -level regular tree (branching s) W ateuts L=3

(level 1)

« m unambiguous random production rules per
symbol (synonyms),eg.b—-de;b—ef

input variables
(level 0)

d

Number of valid sentences ~e ey

Long-range correlations between tokens
synonyms:
m=72
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Denoising diffusion on the RHM

Sclocchi, AF, Wyart, PNAS (2025)

e Process: flip symbols at the leaves with probability
g(t) (noise-to-signal-ratio)

R . .
» Denoising requires long range correlations

e Tree-structured model — E[x|x,] and backward

can be computed exactly via belief propagation ololololor] 10
(knowing the rules = perfectly trained model)
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Forward-backward with the RHM

Predictions:

« small noise regime: only low-level features change
« large noise regime: high-level features change, some low-level features are kept
» phase transition for reconstruction of high-level features

Red: features changed T phase transition

after forward-backward —= theory at level 10 (class) =
] DB’_._IUVUIIDhi hl | /
] 1 —e— level 9 g eve |~
& -f —a— level 8 /
v n . § 05l
=R level 5
' @,@ ’ , __ij 0.4 4 level 4
Q level 3
OO0 b ‘ ‘ ‘ ‘ '“ ‘“ "’ ‘ F love 2 composition
a 0.2 = levell
“09“3‘ B‘@‘ﬂ‘@ﬂ‘@‘@‘@ d "‘ ‘Iﬁ ‘ 0‘ ‘3 l ‘i’ ‘1'3 ‘GJBLB ‘ 0‘@ l Q‘III llil l!‘.! E —— lavel IOW Ievel
0.0 1 = theory at level 0 (input)
small noise large noise 00 02 04 06 08 10
(noise does not propagate) (noise gets amplified) Moiso af the leaves £ (NSR)

New datum composed of low-level features of original one!
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Activations patterns of deep CNNs

Evidence on real data D e

A

PR,

. . .. Olah et al. (2017)
%) ~ predfolx)  Quantitative test:

backward
—

Hidden representations of CNNs encode
latent structure at different depths

Study similarity of repres. of x, and Xy(?)

phase transitionin

ConvNeXt Base Encic o

1.0 4
Bl persistence of low-level
= features
Eos
z A
£ 0.4 / :
2 CNN on RHM
£
§ 0.2 =,
0.0 1
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Mean-field theory for phase transition

For each leaf variable, assume belief in correct sequence is corrupted by € and
noise uniformly spread among other symbols

= fixed point €* = F(e*)

— annealed approximation: mean noise &’ = F(¢)
= Initial noise € at the leaves
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13

Transition leads to correlated blocks of token changes
Sclocchi, AF, Levi, Wyart, ICLR (2025)
« Noise level <> characteristic depth £ beyond which all latents change/stay

« Dynamical correlations grow near the phase transition
e Peakinsusceptibility (correlation volume) reveals the hierarchical structure

noise level e

)

L ®| —e— experiments
BT - theory

g 6

e

Correlation volu
— [ ] (%] [=S (e ]

|—V

Ex g ~|£

Red: features changed e ek LED a8 L
after forward-backward
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Evidence of hierarchy in text and images

MD4 (DeepMind diffusion language
model) on Wikipedia text

Masking fraction t/T = 0.1 Masking fraction ¢/T = 0.7

i \
| The third day, September 3, Ehe :The third day, September 3, the
, situation worsened. The weather | sitvation worsened. The weather

Original | was hot and ammunition, food 'was hot and ammunition, food and
:and supplies were nearly | supplies were nearly completely
1 completely exhausted :exhausted.

------------------------------------------------------------------------
| The third day, September 3, the !increased. On September 3, the

situation worsened. The weather !situation was under control.

was hot and ammunition, tanks  Despite tons of ammunition, air

and supplies were nearly | train orders were almost

! completely exhausted , completely wiolated.

|
Forward- |

Backward |

1.51
1.41
1.31

=1.21

—

=
1.14

1.01
0.91

00 02 04 06 08 10
t/T

14
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Improved DDPM (OpenAl) on

ImageNet images (tokenized with CLIP)

0.2

0.4

0.6
t/T

0.8

1.0

= = = =
B
e

cosine similaricy
ORI
&

=
=
=

Simllarivy of the Jogite of 3y and those of X0t}

000 025 050 07 LoD
i
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Discussion (Part 1)

« Theory of composition for denoising diffusion and the RHM, predicting a
phase transition observed in natural data

« Evidence of hierarchical structure in language and images

« New data-driven method to extract latents in data, e.g., study language
How much data to learn to compose? What signal to learn the rules? (Part 2)

=
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Grammar rules are learned sequentially

~ 10* strings to learn
AF, Sclocchi, Cagnetta, Frossard, Wyart, arXiv/ICLR DelTa (2025) ~ 10'6 t\drt

~ 10°® possible strings

S RHM (L=5, 5=2, v=16, m=3)

<

S e
B
. . . . =2
e Train a deep convolutional diffusion model on P .
. 10!
RHM strings g
2 0
- . frl Ewe high level 7~ 1o
« Prediction: grammar at level £ requires P, ~ m ;; rules o rmeos
102 107 101

Number of training points P

e “Creativity” from poly(d) samples!

o Finite P < P,:generated data is locally coherent,
but not globally.

Token-token correlations

10° 10*
Token distance £

is
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1/

10® training tokens

In popular spokesman typeted in diversity adventure allow price Zha
Tampa usually Pages superstays’s under leveldowns swim a cycle
who retains highly weapons batch floor despite

107 training tokens

Just like you are growing fast and growing strong. But this way you
became organic, changed someone else 2019s. But even then you
made them off. I sort came to smile around, because I was in China
okay.

10*° training tokens

At the beginning of winter when I walked around; even if he would
be talking to me, on the highest field and back in the second round
in my team I would take him over in his cell because it was my game
against Juventus.
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Language diffusion model

Token-token correlations

ID—T 4

MD4 (Shiet al., 2024) trained from scratch using a GPT architecture on OWT

MD4 on OpenWebText

10°

10"

Token distance ¢

—e— 5.4e+08 tokens
—e— T.6e4+08 tokens

1.1e+09 tokens
1.3e+09 tokens
1.5¢+09 tokens

2.1e+09 tokens
—o— 4.3e+09 tokens
—e— 8.6c+09 tokens
-=--- sampling noise
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Vision diffusion model

DDPM (Nichol & Dhariwal, 2021) U-Net trained on ImageNet 64x64

104 steps

Pirsa: 25040088

Page 20/23



How is the grammar learned?

« Efficient denoising requires reconstructing latents

« Similar to coarse-graining in RG, but nature of latents
change for each level

« The model can coarse-grain together patches of data
using statistical correlations, clustering those with
similar surroundings: the synonyms!

 |fruleslearned when corresponding correlations are
resolved fromdata, P, ~ m?*!
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Discussion (Part 2)

« Deepdiffusion models can generate exp(d) data having seen only poly(d)
(Chomsky's creativity)

« Generated data becomes coherent on longer context with training (~ infant
learning a language)

20
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Conclusions

« Theory of composition for denoising diffusion and the RHM, predicting a phase
transition observed in natural data

« Evidence of hierarchical structure in language and images
« New data-driven method to extract latents in data, e.g., study language

« Deepdiffusion models can generate exp(d) data having seen only poly(d) by
learning to compose (Chomsky’s creativity)

« Generated data becomes coherent on longer context with training (~ infant
learning a language)

THANKS!

Pirsa: 25040088 Page 23/23



