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Abstract:

Literature reviews are an essential component of scientific research, but they remain time-intensive and challenging to write,
especially due to the recent influx of research papers. In this talk, we will explore the zero-shot abilities of recent Large
Language Models (LLMs) in assisting with the writing of literature reviews based on an abstract. We will decompose the task into
two components: 1. Retrieving related works given a query abstract, and 2. Writing a literature review based on the retrieved
results. We will then analyze how effective LLMs are for both components. For retrieval, we will discuss a novel two-step search
strategy that first uses an LLM to extract meaningful keywords from the abstract of a paper and then retrieves potentially
relevant papers by querying an external knowledge base. Additionally, we will study a prompting-based re-ranking mechanism
with attribution and show that re-ranking doubles the normalized recall compared to naive search methods, while providing
insights into the LLM's decision-making process. We will then discuss the two-step generation phase that first outlines a plan for
the review and then executes steps in the plan to generate the actual review. To evaluate different LLM-based literature review
methods, we create test sets from arXiv papers using a protocol designed for rolling use with newly released LLMs to avoid test
set contamination in zero-shot evaluations. We will also see a quick demo of LitLLM in action towards the end.
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e Writing literature reviews is time-consuming
e Difficult to keep up with the trends:
e >3000 papers/month published on arXiv just for machine learning
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Our Focus

e

Writing literature review
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Our Focus

e Explore the zero-shot abilities of LLMs to assist with writing literature
reviews
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Approach: Retrieval module
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Approach

Keyword-based search
Semantic Scholar
SERP

Embedding-based search
Specter2

Re-ranking:
Specter2 embeddings
LLM-based reranking

Permutation ([3] > [1] > [2])
Debate ranking with Attribution

- Retrieval module

Relevance Score: 85/100

Abstract & Al Analysis

ch background concept and an inspiration concept. ... the most

ing on hundreds of millions of

Al Reasoning

i Arguments For Relevance

« This paper focuses on using LLMs for
rediscovering unseen scientific hypotheses, which is
highly relevant to the query about rediscovering
scientific concepts from basic building blocks. It
emphasizes the potential of advanced LLMs in
scientific research.

« Extracted Sentences: "the most advanced LLMs,
after training on hundreds of millions of scientific
literature, might ..."

fic literature. might

Ll Arguments Against Relevance

+ The abstract does not provide detailed
methodologies or framewaorks for how the
rediscovery process occurs, which may limit its
applicability in a focused literature review.

« Extracted Sentences: "hypotheses can be divided
into a research background concept and an
inspiration concept.”
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Approach: Generation Module
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LitLLM in Action

ind relovant papers based on your abstract, ke
; youtube.com - To exit full screen, press | Esc

© ABSTRACT/KEYWORDS Q

Macrine Learmng Deep Loarning Nowal Netaorks Transformens Cimate Crarge Remwrwable Enorgy

Sustanateity v Moo

1. Enter paper abstract

(we use DeepSeek-v3 in this example)

Search and select pa

" Pl ) 0:01/1:18 Scroll for details

v

Pirsa: 25040076 Page 10/21



ts (28 papers

st Atanton

Pirsa: 25040076 Page 11/21



"

Scientific Literature Review

Absiract & Al Analysis
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- tior -A) and DeepSeekMoE, achieving notable efficiency gains
|'0 eGCh papel‘ based on debatE'stYIQ redsonlng C 5% reduction in training costs and a 93.3% decrease in KV
. ne | compared to its predecessor, DeepSeek 678 [1]. However,
while MLA demonstrated substantial improvements, the reliance on
Group Query Attention (GQA) by many major model providers reflects a

A Comparison of DeepSeek and Other LLMs
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Evaluation and Findings: Retrieval .
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Evaluation and Findings: Retrieval .
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Search type RollingEval-Aug (%) RollingEval-Dec (%)

arXiv API (Single query) 0.65 1.41
SERP API - Google Search (Single query) 1.2 4.34
Semantic Scholar API (Single query)

arXiv API (Multiple queries)

SERP API - Google Search (Multiple queries)

Semantic Scholar API (Multiple queries)

SPECTER2

Semantic Scholar API (Multiple queries) + SPECTER2

Coverage
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Evaluation and Findings: Retrieval .
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Model ROUGE1 1 ROUGE21t ROUGELT BERTScore?! Llama-3-Evalf

CodeLlama 34B-Instruct 22.608 5.032 12.553 82.418 66.898
CodeLlama 34B-Instruct (Plan)

Llama 2-Chat 7B

Llama 2-Chat 13B

Llama 2-Chat 70B

GPT-3.5-turbo (0-shot)

GPT-4 (0-shot)

Llama 2-Chat 70B (Plan)

GPT-3.5-turbo (Plan)

GPT-4 (Plan)

Zero-shot results on the RollingEval-Aug dataset
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Evaluation and Findings: Generation

W Rank1 M Rank2 Hallucinations B Rank1 B Rank 2 Hallucinations

Llama 2-Chat 70B (Plan) Llama 2-Chat 70B (0-shot) GPT-4 (Plan) GPT-4 (0-shot)

Human Evaluation Study
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Novel pipeline decomposing literature review writing into LLM-assisted retrieval and
plan-based generation

Two-step LLM-based retrieval strategy combining keyword extraction and external
search, enhanced by re-ranking with attribution that improves relevance

Plan-based generation approach that significantly reduces hallucinations and offers
more user control over the output

New rolling evaluation protocol to avoid test set contamination
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Are we there yet7
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Not quite - but we are getting close
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Thank You!

LitLLM.onrender.com

X: @dem_fier
an gaurav.sahu@mila.quebec
Tutorial Website: LitLLM.github.io
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