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Course Outline

PERIMETER Machine Learning for Many-Body Physics
SCHOLARS Feb 25 - March 28, 2025
INTERNATIONAL Course Outline

Objective: This course is designed to introduce machine learning techniques for studying elassical
and quantum many-bhody problems encountered in quantum matter, quantum information, and related
fields of physics. Lectures will emphasize relationships between statistical physics and machine learn-
ing. Tutorials and homework assignments will foeus on developing programming skills for machine
learning using Python.

PSI Fellow: Subhayan Sahu

Email: ssahu@perimeterinstitute.ca

How to address me: Subhayan

How to get in touch with me: Just come with your question to my office. If I am not there, just send
me an email and we ean work out a schedule.

Lecturer: Mohamed Hibat-Allah
Email: mhibatallahQuwaterloo.ca

How to address me: Mohamed SU bhayan Sa hU CO'E coughlin

How to get in touch with me: just send me an email and we can work out a schedule.

Teaching assistant: Cole Coughlin

Email: ccoughlin@perimeterinstitute.ca
How to address me: Cole

How to get in touch with me: by email
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Schedule

(O General course

information
Course outline
PDF

References
TEXT

Schedule
| PDF

() Lecture notes
() Tutorials

() Homework assignments

Tuesday

Wednesday

Friday

Lecture 1 (Mohamed)
9:00 am - 10:00am

Lecture 2 (Mohamed)
9:00 am - 10:00am

Lecture 3 (Mohamed)
9:00 - 10:00am

Lecture 4 (Mohamed)
9:00 - 10:00am

Lecture 5 (Mohamed)
9:00 - 10:00am

Lecture 6 (Mohamed)
9:00 - 10:00am

Tutorial 1 - Linear
regression
3:45 - 5:00pm

Tutorial 2 - Supervised
Learning with
Feedforward NNs
2:00 - 3:30 pm

Week 3
[Mar 10 - 14)

Homework 1 will be
posted

Lecture 7 (Mohamed)
9:00 - 10:00am

Lecture 8 (Mohamed)
9:00 - 10:00am

Tutorial 3 - Supervised
Learning with
Convolutional NNs
2:00 - 3:30pm

Week 4
{Mar 17 - 21)

Homework 2 will be
posted

Lecture 9 (Mohamed)
9:00 - 10:00am

Lecture 10 (Mohamed)
9:00 - 10:00am

Tutorial 4 - Unsupervised
learning
2:00 - 3:30pm

Homewaork 1 and
Presentation topic
deadlines.

Lecture 11 {(Mohamed)
9:00 - 10:00am

Lecture 12 (Mohamed)
9:00 - 10:00am

Lecture 13 (Mohamed)
9:00 - 10:00am

Tutorial 5 - Quantum

Machine Learning 3:45 -

5:15pm

Tutorial 6 - Neural
Quantumn States
2:00 - 3:30pm
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(2019), arXiv:1903.10563

Carrasquilla and Torlai, "Neural networks in quantum many-body physics: a hgndsfon
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Lecture notes

1 LECTURE 1

() General course
information 1 Lecture 1: Motivation, Goals, Definitions of Super-

vised, Unsupervised, and Reinforcement Learning

Lecture notes 0/1
1.1 Background

Interest in machine learning has grown substantially in the last few years. In this course,

we focus on many-body physics, but first, let us look at some exciting examples from other

Lecture Notes (last update Feb 24th)
| PDF

e areas

[=]
Image classification (a neural network won a competition in 2012). Can play with this

Tutorials 0;’2 at https://github.com/tensorflow/models

In 2016, AlphaGo won a Go competition against the world champion.

Homework aSSignmentS 0/1 Technology for self-driving cars uses reinforcement learning.

Google Language Translation uses machine learning.
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Quizzes

() General course
information

Machine Learning (ML) is the equivalent as
artificial intelligence (AI)

Lecture notes 0/1
Tutorials 0/1 Choose only ONE best answer.

Homework assignments 0/1 A Yes

Quizzes 0/1

Quiz 1: Machine Learning for Many-
body physics
% QUIZ - 7 QUESTIONS
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What is Machine Learning (ML)?

“Machine learning is a field of computer science that uses statistical techniques
to give computer systems the ability to "learn" (i.e., progressively improve

performance on a specific task) with data, without being explicitly programmed.”
https:/fen.wikipedia.org

“[Machine learning] is about finding out regularities in data and making use of

them for fun and profit.”
L-G. Liu, 5.-H. Li and L. Wang, http./wangleiphy. github.io
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Important remark to make

Ml o Computers that can
Artificial — mimic intelligent
intelligence human behaviour

Computers that are

programmed to learn

(without being given
explicit rules)

; Neural
networks

O/O

arXiv:1803.08823
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Machine learning popularity

@ machine learning
Search term

Google Trends

2012 2018 2024
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Image Classification (2012)

ImageNet Classification with Deep Convolutional
Neural Networks

Alex Krizhevsky Ilya Sutskever Geoffrey E. Hinton wala liger
University of Toronto University of Toronto University of Toronto wombat tiger
kriz@cs.utoronto.ca ilya@cs.utoronto.ca hinton@cs.utoronto.ca ]ﬁnmggian elkhound tiger cat
wild boar [
wallaby
koala

Abstract

We trained a large, deep convolutional neural network to classify the 1.2 million

high-resolution images in the ImageNet LSVRC-2010 contest into the 1000 dif-

ferent classes. On the test data, we achieved top-1 and top-3 error rates of 37.5%

and 17.0% which is considerably better than the previous state-of-the-art. The

neural network, which has 60 million parameters and 650,000 neurons, consists

of five convolutional layers, some of which are followed by max-pooling layers,

and three fully-connected layers with a final 1000-way softmax. To make train-

ing faster, we used non-saturating neurons and a very efficient GPU implemen-

tation of the convolution operation. To reduce overfitting in the fully-connected seat belt television
layers we employed a recently-developed regularization method called “dropout™ seat belt television
that proved to be very effective. We also entered a variant of this model in the ice lolly microwave
ILSVRC-2012 competition and achieved a winning top-5 test error rate of 15.3%, hotdog monitor
compared to 26.2% achieved by the second-best entry. burrito screen

Band Aid car mirror
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AlphaGo (2016)

AlphaGo seals 4-1 victory over Go
grandmaster Lee Sedol

Mastering the game of Go with deep DeepMind’s artificial intelligence astonishes fans to defeat
neural networks and tree search human opponent and offers evidence computer software
A ; has mastered a major challenge

Steven Borowiec

e 15 Mar 2016 10.1gGMT

https://www.theguardian.com

You can learn about that on the AlphaGo (documentary movie) 2017
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Language translation (2016)

The Great A.L
]
Awakening
How Google used artificial intelligence to transform Google

Translate, one of its more popular services — and how
machine learning is poised to reinvent computing itself.

IDEON LEWIS-KRAUS DEC. 14, 2016

Che New Jork Times
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Large Language Models

o You

Explain quantum physics in 30 words exactly?

ChatGPT
Quantum physics describes the behavior of subatomic particles, emphasizing wave-particle

duality, superposition, and entanglement. It challenges classical notions, revealing a probabilistic

&deepseek

Machine Learning for many-body Physics

nature where particles exist in multiple states simultaneously.
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GPT40 — Handwritten Notes to Latex

UT” e . Prompt:

Can you convert the following handwritten notes to latex?

Outline

1. Recurrent Neural Networks {(RNNs)
I 4 2. |¥) = RNN for variational Monte Carlo
17 L. I (}

2.1 Recurrent Neural Networks (RNINs)

A | b T
« J?;I,w-f ah(litn, Sobgh Tecory
\

. . Originally built for language processing.
Hic ageiblipy , VNR Gonece nabyih _'> Eramples:

™ \ n » Machine translation
N e

® Speech recognition
o Music generation
o DNA sequence analysis

Note: These tasks involve sequential data.

Example
‘T live in France, hence I speak ...."

i a }v‘w‘:f.é' ui‘*}’“:ﬂ‘?‘ nJé #‘J; jr OV il It is highly likely that the next word is French. So, how can we process this
f in a neural network to predict the word French?

Here comes Recurrent Neural Networks to the rescue.

Machine Learning for many-body Physics
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https://labs.openai.com

A 3d realistic render of an astronaut walking on Mars
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AlphaProof and AlphaGeometry

Al achieves silver-medal standard
solving International Mathematical
Olympiad problems

AlphaProof and AlphaGeometry teams

Google DeepMind

CS479/679
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Discovery of Physical Laws

Science Advances

Al Feynman: A physics-inspired method for symbolic
regression

SCIENCE ADVANCES

& 40019 99 196 [ ”

Abstract

A core challenge for both physics and artificial intelligence (AI) is symbolic regres-
sion: finding a symbolic expression that matches data from an unknown function.
Although this problem is likely to be NP-hard in principle, functions of practical

interest often exhibit symmetries, separability, compositionality, and other simpli-

fying properties. In this spirit, we develop a recursive multidimensional symbolic
regression algorithm that combines neural network fitting with a suite of physics-

inspired techniques. \ itto 100 e tions from®l
hysi nd it discovers all of them, while previous publicly available software
cracks only 71; for a more difficult physics-based test set, we improve the state-of-

the-art success rate from 15 to 90%.

Example: the neural network was able to find the
energy of a particle in special relativity.
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Predicting research trends

Significance

RESEARCH ARTICLE  PHYSICAL SCIENCES & fYyine X

Predicting research trends with semantic
and neural networks with an application in

The corpus of scientific literature grows at an ever increasing speed. While this poses a
severe challenge for human researchers, computer algorithms with access to a large
body of knowledge could help make important contributions to science. Here, we
qua ntum phy5iC5 demonstrate the development of a semantic network for quantum physics, denoted
Mario krenn & and Antan Zeilinger & B AT oy SEMNET, Hoks | We
lanuaryM,Zﬂ.ZD 0 Te : . use it in conjunction with an artificial neural network for predicting future research
trends.
AT Computer-inspired scientific ideas will

, and we hope that our work directly contributes to that

important goal.
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Al co-scientist

Scientist

Specifies a research goal to the Al co-scientist

4 )

Research ideas tournament

~

Supervisor
Agent

Generation
Agent

Ranking
Agent

Research ideas
quality and novelty

Test-time compute Evolution

Agent

Proximity Meta-Review
Agent ° Agent

>

https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/

Machine Learning for many-body Physics

Pirsa: 25020015 Page 20/44



< ML | Physics >

=0
[ ]
K B

(P XAs]

Machine Learning andtthe Physical Sciences

Wbrkshop at the 38th conference on Neural Information Proéesélng Systems (NeurlPS)
December 15,2024
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Nobel prize in Physics 2024

John J. Hopfield °  Geoffrey Hinton

CS479/679
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