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Similarity analysis of counterfactuals

- Lewis [2] “Analysis 2” (see also Stalnaker [1]):

“A counterfactual
‘If it were that A, then it would be that C’

is (non-vacuously) true if and only if some (accessible) world where both A
and C are true is more similar to our actual world, overall, than is any
world where A is true but C is false”.

Y
[1] R. C. Stalnaker, “A Theory of Conditionals”, in Studies in Logical Theory, N. Rescher (ed.), 98-112 (1968).
[2] D. K. Lewis, “Counterfactuals and Comparative Possibility”, Journal of Philosophical Logic, 2(4): 418-446 (1973).
[3] D. K. Lewis, “Counterfactual Dependence and Time’s Arrow”, Nods, 13(4): 455-476 (1979)
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“Unperformed experiments have no results”

“No Counterfactual Definiteness”
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Counterfactuals and causation

* Lewis [5]: counterfactual analysis of causation
— assumes determinism, as does his theory of counterfactuals

* Pearl [6]: causal analysis of counterfactuals
— also assumes determinism (structural causal model)

* For both: counterfactual dependence implies causal dependence

[5] D.K. Lewis, “Causation”, Journal of Philosophy, 70(17): 556-567 (1973)
[6] J. Pearl. Causality: Models, Reasoning and Inference. Cambridge University Press, (2000).
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Pearl’s

ladder of
causation

? COUNTERFACTUALS

ACTIVITY:
QUESTIONS:

EXAMPLES:

Ty, Recrospeenon, Understaodisy

]

A

(B e 2 Wiy
(Was it X thar cavsed Y? Whar if X had not
occurced? Whar i 1 had acted difterenthy?)

Was i the asprm thar stopped my headacher
Would Kennedy e almve of Oswakl hed noe
killed him® What if T had nat smoked for the
Lasr 2 vearsy

ACTIVITY:

QUESTIONS:

EXAMPLES:

2. INTERVENTION |

Donng, Intervenmg

What i Vo o..f Howt
(What would Y be il Tdo X?
Low can | make Y happen?)

1€ 1 rake aspar, will o headache be cureds
Whar it we han

arerres?

k

(1. ASSOCIATION

ACTIVITY:

QUESTIONS:

EXAMPLES:

Seeing, Observing

1 dant 4 1 vee .7
(How are the varables related?

H

w would seemg X change my belbet m ¥7)

Whar does a symprom rell me abour a disease?
Whar does a survey rell us abour the

clection wsulis?
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Level 1 - Association

* Bayesian networks
— Directed Acyclic Graph (DAG) G over a set of vertices V = {V, ..., V,;}

Markov condition: P(Vy,...,V;,) = [1; P(V;|Pa(V;))
— E.g.:
P(A,B,C) = P(A|C)P(B|C)P(C) P(A,B,C) = P(B|A,C)P(A)P(C)

A B

N/

Q/AEm®O
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Level 2 - Intervention

e Causal Bayesian networks

* Arrows represent causal relations

Def: A Classical causal model consists of a DAG G encoding a causal Bayesian
network, and a probability distribution P that is Markov with respect to G.

G: P(A,B,C,D) = P(D|A,B)P(A|C)P(B|C)P(C)

v

/A EmEm®O
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Level 2 - Intervention

— Oracle for interventions
do-intervention:
Pao(a=a)(A,B,C,D) = P(D|A = a,B)P(B|C)P(C)

G: G(do (A=a)):

o

/A EmEmOO
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Level 3 - Counterfactuals

e (Probabilistic) Structural Causal Model
E.8. vs = fo(v2,v3,uy)
— M =(U,V,F,P) V, < U,
— Endogenous variables V={V,,...,V,} /\

— Exogenous variables U = {U,,...,U, }

— Functions F = {f; | v; = fi(pa;, u;)}; U, \/ U,

— Probability P(u) V,

- Induces a CCM: a directed graph G (which we will restrict to DAGs)
and a P(V) Markov to G.

/A EmEmOO
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Level 3 - Counterfactuals

* Interventions in a Structural Causal Model

E.g. do(V,=v,)
M= <U,V,F) V4(' ...... U4
Intervention do(X = x) on X c V leads to a submodel Vv, V?'_.__
/7
My =(Uy, (Vy, X = x),Fy), Vi
U,

where V, = V\X, U,= U\U(X), F, = F\F(X)

/A EmEm®O
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Level 3 - Counterfactuals
M = (U,V,F), XYycv

V4 O S U4

Counterfactual proposition Y, (u) = y /\
V,=

Y wduld have been y, had X been x, in a situation specified by the background 2=V2 V-?_.
variables U=u" /
X=x: antecedent Us
Y=y: consequent \:3
Y, (u): potential response of Y to the action do(X=x) -- solution for Y in the submodel Uy

My

- do(X=x): “minimal surgery” required to make antecedent true

/A EmEm®O
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Level 3 - Counterfactuals
M = (U,V,F), XYycv

V, < U,
Counterfactual proposition Y, (u) = y /’\
V,=v, Vv,
'Y would have been y, had X been x, in a situation specified by the background
variables U=u" / U,
Vl
Probability of the counterfactual Y, = y: A
Ul

P(Yx=y)= |YZ(: . P(u)

/A EmOO
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Pearl’s three-step algorithm for counterfactuals

Given evidence e, what is the probability that Y would have been y
had X been x? :

1. Abduction
— Update P(u) by the evidence e to obtain P(u|e)
2. Action
— Replace the equations for the variables in X by X=x. (do(X=x))
3. Prediction
— Compute the probability P(Y = y) using the modified model (M, |P(u|e)).

J. Pearl, Causality: Models, Reasoning and Inference, Cambridge Univ. Press (2009)

/A EmEm®O
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Quantum violations of CCMs

— Bell’s theorem o o

* Classical causal models + relativistic causal structure ° °
(+ exogenous interventions)

—contradiction with quantum correlations
— Fine-tuning theorems *

* No classical causal model can explain violations of Bell
or Kochen-Specker inequalities without fine-tuning

Wood and Spekkens, NJP 17, 33002 (2015)

EGC, Phys. Rev. X 8, 021018 (2018)

J.C Pearl and EGC, Quantum 5, 518 (2021)

- Quantum Causal Models

17
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Quantum causal models

* Quantum node: locus of potential interventions

— Input/output Hilbert spaces, with d4, = da

out

e Quantum instrument;:

— Set of completely positive (CP) maps M'¢ summing to a
completely positive trace-preserving (CPTP) map M.

5 = {MY*: L(H ) > L(Ha0) }a

My =¥, M

Costa, Shrapnel, New J. Phys. 18 063032 (2016), arXiv:1512.07106
Barrett, Lorenz, Oreshkov, arXiv:1906.10726
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Pirsa: 24090122

Page 16/44



Quantum causal models

* Choi-Jamiolkowski isomorphism for instruments

T = ZM‘*"‘uz }(4]) Houe ® |7) (4] aim
TA _ Z a|z

* Trace preservationof M, =Y, sz implies:

r]?I'Aout [TZ] = ]IAin

/A EmEm®O
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Quantum causal models

e CJisomorphism for channels (CPTP maps) between nodes:

g : L(%A?ut) — E(HAIQH)

PAs|A; = Zs ) (1) ain ® [2) aout (4]

(Compareto’f’,a1 ZMG‘Z(\ Y(i)4,. ®|j)Am(?5|)

/A EmEm®O
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Quantum causal models

A quantum process operator* 64, 4 overnodesA,, ..., A is a positive semi-definite
operator:

UAI:"' ’An E £(® HA:n ® HA?ut)

1
such that for all choices of instruments z = (z, , ..., z,,) at the nodes,
z 2z
TTAl---An[UAl,.-- ’AnTAllk R R TAn] =1
Probabilities are given by the generalized Born rule:

-511|21

P(alﬂ e )a’ﬂlzl! e !zn—) = TrAlA'n. [O.Ala"' :A‘n.TAl ® T ® T‘izlzn]

Where we use the shorthand notation:

rI‘rA[. ’ '] = T‘I‘Ain:Aout [. ) ]

*Barrett, Lorenz, Oreshkov, arXiv:1906.10726

/A EmEmOO
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Quantum causal models

A quantum causal model* is specified by

1) aDAG G with quantum nodes A, ..., A, as vertices

2) A quantum channel py, pqca,) for each node such that

X

[PayPacay, Pajipacaj] = 0 foralli j.

A process operator given by

OA,y,- A, = H PA;|Pa(A;)-
i

This is the quantum causal Markov condition.

*Barrett, Lorenz, Oreshkov, arXiv:1906.10726

/A EmEm®O
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Classical SCM: full information about the causal relations, lack of information
associated with events at exogenous nodes.

In a quantum structural causal model (QSM), lack of information about events
at an exogenous node A is represented as a discard-and-prepare instrument

{matx = {P(A)(pRone )" ® Lpin}a

C/AEm®O

Pirsa: 24090122

Which instrument? A: Effectively classical, well-decohered, “stable events”*
- Allows Bayesian inference

* Di Biagio and Rovelli, Foundations of Physics 51, 30 (2021)

Quantum structural causal models

A,
/A:\
A A,
- 1y
As \/,{2
Al
*.-‘
Aq

28
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1)
2)
3)
4)

5)

Quantum structural causal models

A quantum structural causal model M, is specified by:

A set of quantum nodes A={A,, ... ,A,}
A set of exogenous nodes A = {A4, ..., A}
A sink node S (not shown in figure)

A unitary channel pXSl 44 that satisfies the no-influence conditions
{Aj +» Ai}je
A set of discard-and-prepare instruments for every exogenous node
{Ta hx = {pi) (Pyoue) T ® Tpin I,

We also define (for later notational convenience)
- 1
{Fahr = {PN)(pAeu)" ®

—]I iIl
dim(Hpim) ha

/A EmEmOO
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Quantum structural models

We say that a process operator a, is structurally compatible* with a DAG G iff
there exists a quantum structural model that recovers g4 as a marginal:

A,
- . U =P ~Pn b
OA = TI'SmA[pAS|AA(TAi & ® ’TAn)] /\
Aq
U . [ . e AS Az
And such that P g/ 4 satisfies the no-influence conditions 7 \
(with Pa(A,) defined by G) A5 \/A
2
{Aj » Ai}a,¢pacay) "-\‘1
It can be shown** that: Ay

04 is structurally compatible with G < o4 is Markov for G

* See also slightly different definition of compatibility in Barrett et al, arXiv:1906.10726.
** Follows straightforwardly from proof in Barrett et al.
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Quantum structural models

Given information about a particular set of outcomes A = (A, - - - ,A,) for the exogenous
instruments, we define a conditional process operator *

U =~A "“An
ol
P(Ala'"a)\’n) A
4
: " ” A
This can be used to calculate the conditional probability for a set of outcomes '.,3 g
a=(ay .., a,) forinstruments z = (z,, ..., z,)), given A: Az \/:\
2
| g
- A _a|z "
P,(a|A) = Tra[oaTs ] :
Ay
where we use the shorthand notation
alz _ _ai|lz an|zn
TA =Ty, .- ®TAn
* Following Costa and Shrapnel (2016). 31

/A EmmOO
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Counterfactuals in QSMs

* Counterfactual Probability

— Given a QSM My, the counterfactual probability that outcomes ¢’ would have
obtained for a subset of nodes C, had instruments Z been implemented and
outcomes b’ obtained at a set of nodes B (disjoint from C), in the situation

specified by the background variables A = 4, is denoted by P,ja(c’lb') and given by:

A (. P'lzg clz¢ |z’
P2 (c',b’) TTA[UA(TB ®Tc ~ ®TaBuC

P (b’) Tra [oj}\('rg'z%‘ ® TJ::B ]

Py (c'|b") =

32
e/AEmEm®O

Pirsa: 24090122 Page 25/44



Counterfactuals in QSMs

* Counterfactual Probability

— Given a QSM My, the counterfactual probability that outcomes ¢’ would have
obtained for a subset of nodes C, had instruments Z’ been implemented and
outcomes b’ obtained at a set of nodes B (disjoint from (), in the situation

specified by the background variables A = 4, is denoted by P,fa(c’lb') and given by:

A (. P'lzg clz¢ |z’
P2 (c',b’) TTA[UA(TB ®Tc ~ ®TaBuC

P (b’) Tra [ag(’rngg ® TJ::B ]

Py (c'|b’) =

For P, (b') =0, weset P,(c’[b’)=* - impossible antecedent (“counterpossible”)
32
/AN O
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Evaluation of counterfactuals in QCMs

e Standard quantum counterfactual query:

Given the evidence that the set of instruments z = (z4, ..., z,) has been implemented and outcomes
a = (a,, ..., a,) obtained, what is the (expected) counterfactual probability P;fllz,,(c‘) that outcomes ¢’

would have obtained for a subset of nodes C, had instruments z’ = (2’4, ..., z’;,) been implemented
and outcomes b’ obtained at a subset of nodes B (disjoint from C)?

1. Abduction .
2. Action
3. Prediction.

/A EmEm®O

Pirsa: 24090122 Page 27/44



Evaluation of counterfactuals

Given the evidence that the set of instruments z = (z4, ..., z,,) has been implemented and outcomesa = (a,, ..., a,)
obtained, what is the (expected) counterfactual probability Pg,ll‘;,(c') that outcomes ¢’ would have obtained for a

subset of nodes C, had instruments z' = (z'4, ..., 2',,) been implemented and outcomes b’ obtained at a subset of
nodes B (disjoint from C)?

1. Abduction

” )\’b
- Infer “stable events”: {TAi}z‘

ai|z,;

- Given observed outcomes: {74 "}

- Bayesian update: Pu(M) P,(aA)P(A\) Tra [UﬁTﬁz]P()\l,"',)\n)
Z a) = —
Pz(a) TI'A [UATiz]

0/ AEmMOO
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Evaluation of counterfactuals

Given the evidence that the set of instruments z = (z4, ..., z,,) has been implemented and outcomesa = (a,, ..., a,)
obtained, what is the (expected) counterfactual probability P:,:;,(c') that outcomes ¢’ would have obtained for a

subset of nodes C, had instruments z' = (z'4, ..., 2',,) been implemented and outcomes b’ obtained at a subset of
nodes B (disjoint from C)?

2. Prediction

Py (c) = PIRACNAICLS

Where recall that Iz |zl |z
PX(c',b’) Tra [UA(TB SIc S \BuC)]

Py(c/[b') = =252 =
Pz’(b) TI'A[JA(TB B® A\B)]

whenever P2 (c’|b’) = » for some X € A with P,(A|a) # 0, we set Pa,'lzz,(c’) =% => ‘counterpossible’

36
/A EmEmM®O
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Evaluation of counterfactuals

Given the evidence that the set of instruments z = (z4, ..., z,,) has been implemented and outcomes a = (a,, ..., a,))
obtained, what is the (expected) counterfactual probability P;:,llz,,(c’) that outcomes ¢’ would have obtained for a

subset of nodes C, had instruments z’ = (z'4, ..., Z2’,) been implemented and outcomes b’ obtained at a subset of
nodes B (disjoint from C)?

2. Action

- Change instruments to {Tzilz’;}af.

T

do(p)

- Some may be do-interventions: T,

(pAout)T ® ]Ifizn

/A EmEm®O
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Evaluation of counterfactual queries

* Classical structural model:
— All endogenous variables determined by background variables u.

= The only way the antecedent could have been different, while keeping u fixed, is if some
intervention had occurred.

* Quantum structural model:

— Complete knowledge of the exogenous variables A does not in general determine all
instrument outcomes.

&

= The antecedent b’ could have occurred, even keeping all exogenous and endogenous
instruments fixed, whenever:

VAeA (P;(Aa) >0 = PJ(b')>0)

/A EmEm®O
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Passive vs active counterfactuals

* Passive counterfactuals: no intervention is performed on the
nodes specified by the antecedent;

e Active counterfactual otherwise
— Special case: do-interventional counterfactual

/A EmEm®O
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Example 1

Model MQ: {T/\})\:O,l = {%(([O]Aout)T @I pin), %(([l]Aout )T ® ]IA_in)} ZB

U _ id id  _ id id
PAB|AA = PB|APA|A = PBin|Aout P gin|pout

* Instruments: Z7=' = {([+]a0u )T ® [+]ain, ([~]a0ut )T ® [~]ain} e
2 b|z
I = {5 ®—> A
Q,: Given that a = + occurred with instrument z, = 1, what is the probability that b” would have obtained
forz'y = 1, had it been thataf=-forz'y =z, = 1?

* Passive counterfactual query

Antecedent is possible for every value of the background variables:

1 " 1
Pz()\=0|a=+)= - A Pz)t‘o(a’__)= -,

2 2 :

1 A=1ly 1 1
PZ(A=1|Q=+)=§ A sz (a——)=§

40
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Example 1

1 1
MOdEI MQ {T/\}A:O,]_ = {5(([0]Aout)T ®I[A1")) 5(([1]]\011(’. )T ® I[Aln)} ZB
U id  id id id
PAB|AA = PB|APA|A = PBin|Aout P gin|pout

ZA
* Instruments: Z%47 = {([+]p0ue)T ® [+]gin, ([~]a0we)T ® [~]4in}

I = {r5""}s

(?-@ ()

A

Q,: Given that a = + occurred with instrument z4, = 1, what is the probability that b” would have obtained
forz'z = 1,haditbeenthata’=-forz'y =z, = 1?

* Passive counterfactual query

Pyl ()= Y, Py(Na=+)Pi(¥la’ =-)
Ael

- Trp[[-]pnrly 5™,

41
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Example 2

) 1 1
Model M’ T3 = {7*},-s,- = {5(([+]‘A°ut)T ® [pin), 5(([_]1\0"*)T ®]IA'm)} &
U id _id id id
PAB|AA = PB|APA|A = PBin|AoutP gin|pout

=1 T T ZA
- |nStrU mentS: I:ZA_ = {([‘l‘]ADut) ® [+]Ain 3 ([_]Aout) ® [_]Ain}

b
Ty = {5

(i}-@ (=)

* Mg has the same process operator as M, (they induce the same QCM), but different conditional
process operators:

id
OAB = plBinleut 03y §]IAin

U A=
- Tra [PABMATA +] i |
0AB = P(A=+) = Ppin|pout ® [+] 4in

U ~\=—

. Ira [pAB|AATA ] ;

O-AB = - plélin Aout ® [_]Ai"
P(A=-) |

e/ AEm®O
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Example 2

) 1 1
Model Mg, T = {m7}5-, - = {5(([+]A°ut)T ® Ipin), 5(([—]Aout)T ®]IA'm)} &
U id _id id id
PAB|AA = PB|APA|A = PBin|Aout P gin|pout

* Instruments: Z24%! = {([+] 400 )T ® [+] gin, ([~ acw )T ® [<]pin} “

b
Ty = {5 b

(i}-@ (=)

A
Q,: Given that a = + occurred with instrument z4, = 1, what is the probability that b” would have obtained
forz'y = 1, haditbeenthata’=-forz'y =z, = 1?

¢ Abduction:

Pz(A=+’a’=+)=1
Pz(’\=_la=+)=0

/AEm®O
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Example 2

) 1 1
Model M. T3 = {m7}5-, - = {5(([+]A°ut)T ® Ipin), 5(([_]A°l't)T ®HA'm)} e
U id _id id id
PAB|AA = PB|APA|A = PBin|Aout P gin|pout

* Instruments: Z24%! = {([+] 400 )T ® [+] gin, ([=]acw )T ® [<]pin} “

b
728 = {75},

Ci}-@ (=)

A

Q,: Given that a = + occurred with instrument z4, = 1, what is the probability that b” would have obtained
forz'y = 1, had itbeenthata’=-forz'y =z, = 1?

* Antecedent is a counterpossible for A = +

Pz(/\=+la=+)=1
P,(A=-la=+)=0

Pt (o = oy - B0 =)
z PX*(a'=-)

44
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Example 2

) 1 1
Model M. T3 = {m7}5-, - = {5(([+]A°ut)T ® [pin), 5(([_]A°l't)T ®]IA'm)} &
U id _id id id
PAB|AA = PB|APA|A = PBin|Aout P gin|pout

* Instruments: Z24%! = {([+] 400 )T ® [+] gin, ([~ acw )T ® [<]pin} “

blz
T2 = {7} A

Q,: Given that a = + occurred with instrument z4, = 1, what is the probability that b” would have obtained
forz'y = 1, had itbeenthata’=-forz'y =z, = 1?

Ci}-@ (=)

* - Expected CF probability is also not well-defined

PlA=ta=+)=1
Pz(/\=_la=+)=0

Pt (Wl =)= B ha'=0)
. P>*(a' = -)

= PR (V)= P(Na=+)P)(V|d =-) =+

a'=—|z’', =1
A AeA

45
/A EmEm®O
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Example 2

’ 1 1
Model Mg I3 = {7 }hace - = {5 (([+]aen) " © Iyn), 5 ([aem)” @ Iy | < 9 2
U id _id id id
PAB|AA = PB|APA|A = PBin|Aout P gin|pout
- InStrU mentS: I:ZA_ = {([+]Aout) ® [+]Aiu 3 ([_]Aout) ® [_]Ain}
b z’ = -
72 = (g} (227 =P = ([Hawe)T @ 1a ®_) A

Q,: Given that a = + occurred with instrument z4, = 1, what is the probability that b” would have obtained
for z'5 = 1, had it been that a’ = - for the do-instrument z, = 2?

* Abduction probabilities are the same, and CF probabilities are well-defined:
=+la=+) = PAY.a' = -

}Dz(A +|CL +) 1 Pz)ﬁ(b'|a' — _) -z f\ ya )

P,(A=-la=+)=0 P2(a’ = -)

=Pz/\’(b’:a’= -)

46
e/ AEmEm®O

Pirsa: 24090122 Page 39/44



Example 2

) 1 1
Model M. T3 = {m7}5-, - = {5(([+]A°ut)T ® Ipin), 5(([—]Aout)T ®]IA'm)} <&
U id _id id id
PAB|AA = PB|APA|A = PBin|Aout P gin|pout

* Instruments: Z24%! = {([+] 400 )T ® [+] gin, ([=]acw )T ® [<]pin} “

b e -
T = ol (B (O o

(i}-@ (=)

A

Q,: Given that a = + occurred with instrument z, = 1, what is the probability that b” would have obtained
for z'5 = 1, had it been that a’ = - for the do-instrument z, = 2?

* Expected CF probability can be computed as

P,(A=+la=+)=1
P,(A=-la=4)=0

PX(V,ad' =-)
PAX()a =-) = 2
z( |a’ ) PzAt(a,z_)

=Pz/\’(b’:a"= -)

L]

= P (¥)= P)(¥la = -) = Trp[[-]pmry ™)

a’ TB

47
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Passive vs Active?

* Why not just only consider do-interventional CF queries?
— Lewis, Pearl: “minimal modification”, “closest possible world”
— No modification to the model is, by definition, the minimal modification.

— Counterfactual antecedent as a do-intervention is a different event (different CP map)

* Principle of Minimality:

If it is ambiguous whether a CF query is intended as a passive or active CF, it should be interpreted
passively if it is not a counterpossible, that is, if its antecedent is not impossible.
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Example: Bell scenario

Za = {([0]aew)" ® [0]in, ([1]0mt)" @ [1]4in} o
Zp = {([0] 5w )" ® [0] i, ([L] 5w )T © [1] 2}
Ic= {([‘I’+]C°ut)T ®H0in} [ ®@4) = %(|U}C;M|0>C°But +[1)) g [ 1) gt 0

U id id
PAB|C = Pa|cqPBlCy

Q1: Given that a =b= 0, what’s the probability that b’ = 1 had it been that a’ = 1?
Q2: Given that a =b= 0, what'’s the probability that b’ = 1 had it been that a’ = 0?

b 1
1) Interpret as a do-interventional CFs: P.;‘g(”,;flg)(b’ =1) = Pig(a=1)(d' =1]a’=1) = 5
a=b= 1
Pirian1y(b' =1) = Pag(arany (b = 1]a’ = 1) = 2
2) Interpret as a passive CF: P;Z‘;ngzz(b’ =1)=Py_,(b'=1a’=1)=1 *

Pa=b=0|z (bl - 1) - Pz’:z(b’ - ].]a"I — 0) =)

a’'=0|z’=z

- In QCMs there can be counterfactual dependence without causal dependence

C/AEmNO®O
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Counterfactual Definiteness

* QCMs violate “counterfactual definiteness” = is this the lesson
of Bell’s theorem?

— Determinism is not required for deriving a Bell inequality

— can occur in “merely” indeterministic (but otherwise classical)
models

* CF dependence without causal dependence, we suggest, better
captures a nonclassical feature of QCMs

e/ AEmEmMOO
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Counterfactual Definiteness

* QCMs violate “counterfactual definiteness” = is this the lesson
of Bell’s theorem?

— Determinism is not required for deriving a Bell inequality

— can occur.in “merely” indeterministic (but otherwise classical)
models

* CF dependence without causal dependence, we suggest, better
captures a nonclassical feature of QCMs

Thank you!
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