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What and why

Classical causal models ... in string diagrams

Pearl Coecke, Spekkens (2012

Spirtes, Glymour, Scheines Jacobs, Zanasi (2015;
Cho, Jacobs (2016/2019)
Fritz (2020)

Fritz, Klingler (2022)

Fong (2013)
Jacobs, Kissinger, Zanasi (2019/2021)
Friend, Kissinger (2023)

Generalisation, Foundations Differences
formalisation classical causal quantum
(category theory) inference causal models

Intuitive, easy
representation
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Causal models in string diagrams

Robin Lorenz*, Sean Tulll

Quantinuum, 17 Beaumont Street, Ozford, UK

Abstract

The framemnrk af caneal madele nianeorad hv Pearl and hic eallaharatore ac well ac Snirtos Cllvmanre

[arXiv:2304.07638]
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A process theory

(subject to various axioms)

Symmetric monoidal category C.
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A process theory
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matrix multiplication tensor product

(subject to various axioms)

Symmetric monoidal category C.

Pirsa: 24090116 Page 7/44



What discard gives us

f is a channel iff stochastic map f

probability distribution w

Pirsa: 24090116 Page 8/44



What copying gives us

function
X =Y

Deterministic processes:

point
distribution

Sharp states:
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Markov category cd-category

FStoch
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Further ingredient: normalisation

Generally only a partial channel:
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Conditionals
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Note that

Soft conditioning (fuzzy facts) is a non-trivial business — Jeffrey- vs Pearl-style:

X Y
| |

N
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Part 1l

Causal models
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Syntax: causal structure

Causal structure (G, O)

DAG G with vertices V = {Xi, ... (State) network diagram
output vertices O C V

N/
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Semantics: causal model in C

Definition: Let C be a cd-category. A causal model M in C is given by a state network diagram
D with an interpretation [—] in C

| L [s] |[[L]I

cL [ed]
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Semantics: causal model in C

Definition: Let C be a cd-category. A causal model M in C is given by a state network diagram
D with an interpretation [—] in C

| L [s] |[[L]I

cL [ed]

[...] : Free(D) — C (G, 0)

Equivalently:
[Jacobs, Kissinger and Zanasi 2019] {Ci . PB(X,) — Xf}X,'E Vv
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P(L|SBA)
P(s|B)
P(B|A)

P(A)

P(S,L,A) =
P(L|SBA) P(S|B) P(B|A) P(A)
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Functional causal models (SEMs)

5\(/

/
As
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General interventions

An intervention o on a causal model M in C is a modification of the mechanisms to
yield a new causal model M’ in C with the same variables.
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General interventions

An intervention o on a causal model M in C is a modification of the mechanisms to
yield a new causal model M’ in C with the same variables.

Write ox for X C V.
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Zoo of prominent kinds

A breaking intervention at X;:

L]

A do intervention do(X; = x):

A local intervention at X;:
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Example do-intervention
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Example: do-intervention continued

lP(L.A|S — s Cut(S))|
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Open causal models

Open DAGs (G, I/, O) Network diagrams

X5

|
/ c

X3

Definition: An open causal model M in C is a network diagram D with interpretation [—] in C.
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Categories of open causal models/open DAGs/network diagrams

Transformations of open causal models: opening, interventions, internalisations,
externalisation. Probably also many others e.g. refinement and causal abstraction!
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Part Ill

More examples, counterfactuals and problems of identifiability
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Counterfactuals

Today Mary woke up with a headache,
but had she taken an aspirin last night,
would she have woken up with a headache today?
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Counterfactuals

Today Mary woke up with a headache,
but had she taken an aspirin last night,
would she have woken up with a headache today?
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where & G) is a do-intervention do(SU) = s(f)) and
s

. ./
for some j, j with j  j it holds cU) > @  gU").
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Identifiability of counterfactuals

k
j=1

Variables O and counterfactual terms (s(f), c(j), EU))

ADMG G with vertices O
P.(O)

is the counterfactual uniquely determined?
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Example

Y

/ \ is this below counterfactual identifiable?

Assuming w 7

e

X D
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Example

Y

/ \ is this below counterfactual identifiable?

Assuming w 7

e

X D
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function id-cf(G, W*, P.(0)):

LAY

al terms WE

INPUT: ADMG G with ve

to WE, assu

OUTI FAIL or the counte

1. Let R &

function simplify-cf (D, V, =):

INPUT: D
some

a topological or

OUTPUT
1

(3) If sharp ¢

cted to

cted o a copy

1 connecled to the e

wap use Eq. (@ to

sutput of fy via a copy map, reurite

c. Elbse output FAI

2, Replace the thus rewritten R-fragment f

ing G, and ¢
il s JII'
P, . rite cx

Ay into
D be the s

t FAIL, otherwise conti

same as Fi up to more copy 1

X
fe

in terms of P.(O)

fxey
or the

Essencially analogous to make-cg and IDC® [Shpitser, Pearl (2008)].

Page 40/44



Though there is much yet to explore...

Conditioning: diagrammatic axioms for more general measure theoretic set-up
Open causal models: interesting categorical structure?

»

Causal effect identifiability: fully general diagrammatisation of known results!
Counterfactuals: identifiability with general interventions

Fuzzy updating: soft conditioning and identifiability problems

Latent structure: diagrammatic representation (that is, directly, without rootification)?

Cyclic causal models: diagrammatic representation (and contrast with quantum founda-
tions)

Higher-order map: when is this view superior (for classical causal inference problems)?

Causal abstraction: clarification and use in ML context?

XAl: more generally clarification of causal aspects of interpretability
(see [Tull, RL, Clark, Khan & Coecke, Towards compositional interpretability for XAl, 2024].)

Causal representation learning?
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‘split’ nodes, i.e.
remove copy maps,
for S,L, A

—

—

insert
copy maps
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Higher-order map view: split-node models

k!

ks | / ‘L
N \)
MA}/
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Another ingredient: bending wires

A cd-category C has caps if VX 3 below effect

(subject to certain axioms):
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