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Abstract: The performance of neural networks like large language models (LLMs) is governed by "scaling laws": the error of the network, averaged
across the whole dataset, drops as a power law in the number of network parameters and the amount of data the network was trained on. While the
mean error drops smoothly and predictably, scaled up LLMs seem to have qualitatively different (emergent) capabilities than smaller versions when
one evaluates them at specific tasks. So how does scaling change what neural networks learn? We propose the "quantization model" of neural
scaling, where smooth power laws in mean loss are understood as averaging over many small discrete jumps in network performance. Inspired by
Max Planck's assumption in 1900 that energy is quantized, we make the assumption that the knowledge or skills that networks must learn are
quantized, coming in discrete chunks which we call "quanta". In our model, neural networks can be understand as being implicitly a large number of
modules, and scaling simply adds modules to the network. In this talk, I will discuss evidence for and against this hypothesis, its implications for
interpretability and for further scaling, and how it fits in with a broader vision for a "science of deep learning".

---

Zoom link https://pitp.zoom.us/j/93886741739?pwd=NzJrcTBNS2xEUUhXajgyak94LzVvdz09
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