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Abstract: The performance of neural networks like large language models (LLMs) is governed by "scaling laws": the error of the network, averaged
across the whole dataset, drops as a power law in the number of network parameters and the amount of data the network was trained on. While the
mean error drops smoothly and predictably, scaled up LLMs seem to have qualitatively different (emergent) capabilities than smaller versions when
one evaluates them at specific tasks. So how does scaling change what neural networks learn? We propose the "quantization model" of neural
scaling, where smooth power laws in mean loss are understood as averaging over many small discrete jumps in network performance. Inspired by
Max Planck's assumption in 1900 that energy is quantized, we make the assumption that the knowledge or skills that networks must learn are
quantized, coming in discrete chunks which we call "quanta’. In our model, neural networks can be understand as being implicitly alarge number of
modules, and scaling ssmply adds modules to the network. In this talk, | will discuss evidence for and against this hypothesis, its implications for
interpretability and for further scaling, and how it fitsin with a broader vision for a"science of deep learning".

Zoom link https://pitp.zoom.us/j/938867417397pwd=NzJrcTBNS2xEUUX g gyak94L zVvdz09
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The Quantization Model of
Neural Scaling

Eric J. Michaud

with Ziming Liu, Uzay Girit, and Max Tegmark
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Background

Large Language Models (LLMs)
scaling laws
emergence
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Review of what large language models (LLMs) do

Given some text...

The quick brown fox jumps over the lazy dog.

Split into “tokens”... \I/

The quick brown fox jumps over the lazy dog.
Which have numerical IDs... \L

['S16," 3158, 8516, 38013, 27287, 689, 253, 22658, 4379, i15]

\’

At each position in the sequence, the model outputs 1 =y 1
a probability distribution over the whole token 0SS = 108
vocabulary for the next token in the sequence Panswer

3
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The average loss decreases smoothly and predictably

compute « parameters X data
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Figure 1 of Jared Kaplan, Sam McCandlish, et al. "Scaling Laws
for Neural Language Models." arXiv:2001.08361v1 (2020).
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An existing model of neural scaling

Resolving a function on a manifold

Sharma and Kaplan, “Scaling Laws from the Data
Manifold Dimension”

Approximating a function f : R? > R with a
piecewise linear function has an error that drops off
as a power law as the density of linear regions

increases. The scaling exponent is a < 4/d.
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An existing model of neural scaling
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But sometimes things seem more complicated

Sparse Parity Palindrome Classification
1.4 — train 1.4 — train
— test = [E=t
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v n
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S 0.4 £ 041
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Discreteness during training: induction heads

Pirsa: 23100100

INDUCTION HEADS FORM IN PHASE CHANGE

Each line is an attention head, scored by the "prefix matching” evaluation introduced below

ONE LAYER TWO LAYER THREE LAYER
(ATTENTION-ONLY) (ATTENTION-ONLY) (ATTENTION-ONLY)

The highlighted

"phase change”
portion of \\_
training is the

same area highlighted in
previous plots. It is selected
based on the derivative of
”’“I(_‘ In-context score

One-layer model Models with more than one layer
has no induction heads. have induction heads form during phase change.

From Olsson et al. "In-context Learning and Induction
Heads”, Transformer Circuits Thread, 2022

10
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Particular capabilities seem to “emerge” in LLMs

3 Digit Addition Massive Multitask Language Understanding Program Synthesis
081 — GPT3 by 125
=== Gopher =
0.6{ — Google LM 0.51 2100
> b it =
& e R E
S 0.4 = e
o v 0.4 g 50
< - E§ E
- 0.3 & 2.5
0.01 @ *~—e ad R 0.0 -
108 10° P 101t 10° 1010 101! 107 108 LO% IEEY gl
Number of Parameters Number of Parameters Number of Parameters

Figure 2 of Ganguli et al. “Predictability and Surprise in Large Generative Models”
2022 ACM Conference on Fairness, Accountability, and Transparency

“Emergence is when quantitative changes in a system result in qualitative changes in behavior”

~Wei (2022), Steinhardt (2022)
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The average loss decreases smoothly and predictably

compute « parameters X data
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Figure 1 of Jared Kaplan, Sam McCandlish, et al. "Scaling Laws
for Neural Language Models." arXiv:2001.08361v1 (2020).
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How does scaling change what
neural networks learn?
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Our key idea & result

Smooth scaling curves can average over many
small discrete changes in model capabillities

13
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Our key idea & result

Smooth scaling curves can average over many
small discrete changes in model capabilities

First: a demonstration on
a toy dataset




Multitask sparse parity

A binary classification problem on binary strings

irsa: 23100100

control bits

X

task bits

00100000
0 000000
10000000
0 000000
10000000
00000010
00100000
00000100
0000 600

010100011101000001010
0001 0161111010610 1
111011161010016101100
1101 0001010 6160011 'O
1801010161010010001010
©¥00011011000611100011
111001011000101110101
010001110701100160010
0000 1016100011 060 1000

—) O0=00=_0=0 |

Page 15/39



Multitask sparse parity: training dynamics

500

1.005 4 400

300

!

1.000 - 200

100
mean loss

Cross-entropy Test Loss (bits)
I
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Optimization Steps

17
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Multitask sparse parity: training dynamics
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Multitask sparse parity: scaling
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Mean test cross-entropy (bits)
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The Quantization Model

(1) There are a bunch of things which a neural

network needs to learn to do prediction well.

Let’s assume these are discrete (either
learned or not learned). We call these
“quanta”.

(2) Some quanta are more useful for prediction

(they lower the mean loss more) than others.

We can order the quanta then into the “Q
Sequence”. The effect of scaling is to learn
more quanta in the Q Sequence.

(3) The frequencies at which the quanta are
useful for prediction follow a power law.

19
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The Quantization Model: inspiration

Max Planck’s resolution of the Quantization Model of Neural Scaling
ultraviolet catastrophe (1900)

* Neural network knowledge/
capabilities quantized into discrete

chunks

* Energy quantized into discrete
chunks

* Energy chunks called “quanta” _ e
» Basic capabilities called “quanta”

20
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How does this lead to power law scaling in mean loss? .

How much does learning quantum k reduce the 0 081 \
model’s mean loss by? - e

= 0.6 S

| | A
If quantum k improves the model’s performance \\ .
on a fraction ﬁc of samples, and it lowers loss on E N -
those samples on average by some amount 9, = —
then learning it reduces mean loss by 0f,. S S IO
uanta
n

If f, o« k=D, then the reduction in mean loss L(n) = L, - 52 k—(a+1)
from learning quantum k also follows a power —
law.

L(n) ~ CO == Cln_a

21
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How does this lead to power law scaling in mean loss?

n
Ln) = Ly~ 8 Y ke
& k=1
% 0.6 - \o( k—(a+1) )
504- \ | L(n) ~ LO . 5J k—(a+l)dk
é- \\ iﬂ (number of quanta learned) 1
o \\k\i
(T L(n) %~ Cy+ C;n™°

=
o

W T e T e s T T T
Quanta k

22

Pirsa: 23100100 Page 22/39



Translating scaling in quanta 7 to scaling in parameters N

Quanta (n) scaling: L(n) =~ Cy+ Cin™

Parameter (N) scaling: Assume we are bottlenecked not by
data or training time, but just by model capacity. If quanta on
average take up a constant number of network parameters, then

n « N, and so:
L(N) ~ CO -+ CzN_a

23

Pirsa: 23100100 Page 23/39



Multitask sparse parity: scaling
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Translating scaling in quanta 7 to scaling in data samples D

Quanta (n) scaling: L(n) ~ Cy+ Cin™

Data (D) scaling: Assume that on average a constant threshold
7 of examples involving a quantum are needed for the network to
learn that quantum. In a given training dataset with D samples,
the number of samples involving quantum k is o Dk=@*D 0One
can work out that n < D/@+D

L(D) = Cy+ C:D~@*D
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Scaling laws from the Quantization Model

Power law over quanta: e e

Quanta (n) scaling: L(n) ~ Cy+ C;n™®
Parameter (N) scaling: L(N) ~ Cy+ C,N™“
Data (D) scaling: L(D) =~ Cy+ C; D—(a+1)

Training steps (S) scaling: L(S) ~ Cy + C4S—a/(a+1)

26
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Caveat: relationship between
empirical scaling exponents
and subtask distribution
power law exponent not
exactly what theory says

Pirsa: 23100100
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So for data with the right structure,
our story of scaling roughly holds.

Pirsa: 23100100  Page 28/39



Statistics of LLM

scaling

Mean loss scaling

Distribution p(L) scaling
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Diverse scaling curves on individual samples
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Borrowing genetics terminology: Monogenic vs Polygenic

Monogenic: prediction benefits
from a single quantum

Polygenic: prediction benefits
from multiple quanta

Pirsa: 23100100
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Discovering quanta in language modeling

Similarity Matrix

sjuaipelb uaamiaqg Auewis Jeinbue

5150 5225 5300 5375 5450
token index

Cluster samples according to their gradients

34
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Examples of clusters

"Quanta” of LLM capabilities auto-discovered in natural text

quantum for numerical sequence continuation
(examples from cluster 50)

quantum for predicting newlines to maintain text width
(examples from cluster 100)

ents his famous tenodos, o genre of the Venezuelan plains folk music

Track lieting

@1- Mi Querencia (Simdn Diar]

82- Tonads De Luna Llens {5imén Diax)
02~ Sabane (José Selazar/Simén Diaz)
84- Caballo Viejo (Simén Diaz)

85 Todo Este Compo Es Mio (Simon Dioz)
B6- La Pena Del Becerrero (Simén Diar)
L)

#ix wupplied ] Appesling from that ordar  tha city asserts (1)
plaintiffa have no stonding or right to maintain the actien; (2) that
proposed rood was in an undedicated port of the pork; (3) that the
proposed road was an acoess road and not a through etreet or part of the
city's street syctem; (i

C MEGRESSION.
THE GOALS OF THIS VIDEQ ARE
TO PERFORM QUADRATIC REGRESSION
ON THE TI@4 GRAPHING CALCULATOR,
DETERMINE HOW WELL THE
REGRESSION MODEL FITS THE DATA,
AND THEN MAKE PREDICTIONS
USTING THE REGRESSTON EQUATION.
IN STATISTICS,
REGRESSION ANALVSIS INCLUDES
ANY TECHNIQUES USED FOR MODELING N

Examples from Cluster 146: comma
after day of month

After his tweet want wiral Aslan apologized on Twitter saying
Like mo® to uee profanity.

I shculd not have used s profenity to describe the President when
rezponding to hin shocking reacticn to the wlondonAttacke. My statament:
plo.twitter com/pWed ) jpody - Rera Aclan (@rezaaclan) June &)

Sem Willard

Samuel Zteven Willard (korn September W95

Examples from Cluster 269: “s” after start
year of decade

Woaford Ice Arens

Romford Ice Arena was en ice rink lecoted im Eomford in the Londen Burgugh
of Havering, England. The venus wus built in the 19608

omnloadable formate! FDF

The rings were stamped with o distinctive Kleinberg logo. Although the
novel continues to b the deadnant medium of tha criss-mystery-detsctive
narrative, short storiee by these contemporary authors may be found in

4. _Introduction.

5. Chapler 1. What Is Trust?

6. Chapter 2: Trust Brings Rest

7. Chapter 3: Who Can I Truet?

6. Chapter 4: The Folly of Self-Reliance

9. Chapter %: Trust God snd Do Good (Part 1)
10. Chapter &: Trust God and Do Good (Part 2)
11. Chapter 7. At all Times

12. Chapteri@

ump 13 free software: you cen redistribute it end/er modify

it under the terma of the GNU Gencrol Public Licenae s published by
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(at your aption) any later version.

= wow

craddump is distributed in the hope thet it will be useful ¥n
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University teaching
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»

Furcuant to 6TH CIK. R. 47.5, the court has determined
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485 F.2d 282
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Ho. 73-1187
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Argued June 4, 1973.Dacided Oct. &)

_king down Ryan Farish's utiful” CD aftar haaring "Full Ssil” played
during TWC's “Local On The &°8° segment. [Farish's music elips and a
streaming Internet broadeast here] Yestorday, visitor Greg Davidson
commented that he wos searching for sungs ployed on the locel forecest bock
in the late "BOE

gn of noncaviteted lesion seen only when the tooth iz dried; 2 =
visible noncovitated lesion seen whan wet and dry; 3 = microcavitation in
enamel; 4 = noncovitated lesion extending into dentine seen as an
undermining ehadow; & = small cavitated lesion with visible dentine: less
than 58% of surface; @
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Examples from Cluster 278: colon
after CSS property

Examples from Cluster 292: “://" after “http”

TURTNADRTERTERENTY

GetPrepareVoteMsy - 07
PrepareVoteaMag = DxBE
GetOCBlovkL 16t Mg = Bual
QCElackLictMen = Bx@a
GetLatestitatusMeg = Bxlb
LatextStatusMsg = Bxc
PrepareBlockHashMay = Dxld
GetViewChangeMsg = Dxfe
PingMsg = Bunf

f maturity snd an undardeveloped
sense of responsibility, leeding te recklessness, impul-
9ivity, ond heedless risk-toking.... Second, children
are mare wulneroble. .. to negotive influenoces and
outeide preseures, including from their family and
peers; they have limited contro[l] over their own envi-AR

# TenlaGrypt Mansomwnre Faymoni Sites domain blockliet (TC_PS_DOMBL) "
.
_rickahaw_graph.detail { ¥ .
POLNEOr-0¥enTE: AONG # For questions please refer to: #
pusition abaolute; ® hi pedlii
top: @:
z-indax: 2; -to that document rather than ovarsrits it.
Background: rgba(e, 0, 8, 6.1); If 1t daes ROt exiGT, 1T should ineert the mew document to the collection.
bottom 8]
widthy When I run the below code, I am getting an error: MongoError: The dollar
(5] prefized fisld "Spush’ in "Spush’ is not valid for storsge.
I put this together based on the doce: htTpsifd
®import ‘. /. jossetalsouslepin’ |

_app-hander {
backqraund-calar: sERZedd;
min-hoight © 188vh;
disployy

Gruber, Martin A, Views of the Netienol Zoologicol Park in Woshingten, DC,
showing Exhibit. 1919. Retrieved froe the Digital Public Library ef
Amsrica, hrrpZid

it be discentinued? I heord Java Swing is discontinued ond ne more
future enhencements will be mede. Az s Beginner what should I learn

Pirsa: 23100100

35

.6 work. T tried §( #plane’). toggle(” .plane-right, .plano-1eft-) inside
the listener but thot didn’t do the trick
And the 055 cless

background-amage: urlf®. . /umg/zooezo6m. png” ) :
bockground-position conter)
beckground-repeat: no-repeat;
background-sire: 160%;

heightd

Al

JuveFX i3 more recent end con be considered m3 the successor of Swing.
Th iz many very uzeful festures added in JavaFx. Ses here some key
faatures @ Rty
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Sequence continuation cluster

ents his famous tonadas, a genre of the Venezuelan plains folk music.

Track listing

@1- Mi Querencia (Simén Diaz)

@2- Tonada De Luna Llena (Simon Diaz)
@3- Sabana (José Salazar/Simon Diaz)
84- Caballo Viejo (Simén Diaz)

85- Todo Este Campo Es Mio (Simén Diaz)
06- La Pena Del Becerrero (Simén Diaz)
a7

_Introduction_

Chapter 1: What Is Trust?

Chapter 2: Trust Brings Rest

Chapter 3: Who Can I Trust?

Chapter 4: The Folly of Self-Reliance

9. Chapter 5: Trust God and Do Good (Part 1)
168. Chapter 6: Trust God and Do Good (Part 2)
11. Chapter 7: At All Times

12. Chapterl @

W~ s

sis supplied.) Appealing from that order, the city asserts (1)
plaintiffs have no standing or right to maintain the action; (2) that the
proposed road was in an undedicated part of the park; (3) that the
proposed road was an access road and not a through street or part of the
city's street system; (4

36
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DynamicKey><Action>F1</Action><Label>F1</Label></DynamicKey>
<DynamicKey><Action>F2</Action><Label>F2</Label></DynamicKey>
<DynamicKey><Action>F3</Action><Label>F3«</Label></DynamicKey>
<DynamicKey><Action>Fd4</Action><Label>F4</Label></DynamicKey>
<DynamicKey><Action>F5S

GetPrepareVoteMsg = @x87
PrepareVotesMsg = Bx0@8
GetQCBlockListMsg = Bx09
QCBlockListMsg = @x0a
GetlLatestStatusMsg = @x8b
LatestStatusMsg = Bx@c
PrepareBlockHashMsg = @x0d
GetViewChangeMsg = Bx0@e
PingMsg = pxaf
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Newline prediction to maintain text width cluster

C REGRESSION.

THE GOALS OF THIS VIDEO ARE

TO PERFORM QUADRATIC REGRESSION files (the

ON THE TI84 GRAPHING CALCULATOR, // "Software"), to deal in the Software without restriction, including
DETERMINE HOW WELL THE // without limitation the rights to use, copy, modify, merge, publish,
REGRESSION MODEL FITS THE DATA, // distribute, sublicense, and/or sell copies of the Software, and to

AND THEN MAKE PREDICTIONS
USING THE REGRESSION EQUATION.
IN STATISTICS,

permit
// persons to whom the Software is furnished to do so, subject to theln

REGRESSION ANALYSIS INCLUDES
ANY TECHNIQUES USED FOR MODELING An

ump is free software: you can redistribute it and/or modify f maturity and an underdevelcped
# 1t under the terms of the GNU General Public License as published by sense of responsibility, leading to recklessness, impul—
# the Free Software Foundation, either version 3 of the License, or .
# (at your option) any later version. sivity, and heedless risk-taking.... Second, children
# are more vulnerable... to negative influences and
# creddump is distributed in the hope that it will be useful,Nn outside pressures, including from their family and

peers; they have limited contro[l] over their own envi-Nn

*

Pursuant to 5TH CIR. R. 47.5, the court has determined
that this opinion should not be published and is not precedent
except under the limited circumstances set forth in 5TH CIR.\n

37
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Newline prediction to maintain text width cluster

Michaud and I'm a PhD student
at MIT. I'm in the physics

Hello there. My name is Eric Michaud and I'm a PhD student

department, but | work on

at MIT. I'm in the physics department, but | work on

machine learning. In particular,
my work focuses °"MI machine learning. In particular, my work focuses onfiylsI{:i¥1s|
our theoretical understanding of deep neural networks, aml

our theoretical understanding

of systems which have driven enormous progress in Al over thel

of deep neural networks, &

last decade but which remain poorly understood theoretically.l
I'm writing this document as a test of a small language modells ability Iengths.l

of systems which have drlvenl

enormous progress in Al over the
last decade but which remain[aail
understood theoretically./lI'm writingm document

as a test of a small language model's ability tom Iengths

38
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Rank-frequency of quanta clusters

rank-frequency of clusters
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Newline prediction to maintain text width cluster

C REGRESSION.

THE GOALS OF THIS VIDEO ARE

TO PERFORM QUADRATIC REGRESSION files (the

ON THE TI84 GRAPHING CALCULATOR, // "Software"), to deal in the Software without restriction, including
DETERMINE HOW WELL THE // without limitation the rights to use, copy, modify, merge, publish,
REGRESSION MODEL FITS THE DATA, // distribute, sublicense, and/or sell copies of the Software, and to

AND THEN MAKE PREDICTIONS
USING THE REGRESSION EQUATION.
IN STATISTICS,

permit
// persons to whom the Software is furnished to do so, subject to theXn

REGRESSION ANALYSIS INCLUDES
ANY TECHNIQUES USED FOR MODELING An

ump is free software: you can redistribute it and/or modify f maturity and an underdevelcped
# 1t under the terms of the GNU General Public License as published by sense of responsibility, leading to recklessness, impul—
# the Free Software Foundation, either version 3 of the License, or A
# (at your option) any later version. sivity, and heedless risk-taking.... Second, children
# are more vulnerable... to negative influences and
# creddump is distributed in the hope that it will be useful,Nn outside pressures, including from their family and

peers; they have limited contro[l] over their own envi-Nn

*

Pursuant to 5TH CIR. R. 47.5, the court has determined
that this opinion should not be published and is not precedent
except under the limited circumstances set forth in 5TH CIR.Xn
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Microscopic Mesoscale Macroscopic

9t+1 = —nVylL 5

~D
Test Loss

We understand the low-level
training dynamics (we

L = (Crinf2-3 - 108)-90:050

implement SGD ourselves)

and have access to the full &7 107 10° 10 10 1o
state of the network at all Compute

times. PF-days, non-embedding

from Kaplan et al. “Scaling Laws for
Neural Language Models”
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