






Idea of confidence intervals

Assume we are to observe a set of independent and identically distributed
random variables X1, ..,Xn

each with probability density f (x
i

|✓) for some
unknown parameter ✓.

We are going to calculate a MLE ✓̂(X )

Assume we know V[✓̂(X )], the variance of the MLE, to be Vp
V is known as the standard error of ✓̂)

Assume
✓̂(X ) ⇠ Normal(✓0,V ).

Suppose we are going to calculate a random interval

✓̂(X )± c

p
V

for some constant c .
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Confidence intervals

Then the probability this interval will include the true value ✓0 is

P(✓0 2 ✓̂(X )± c

p
V ) = P(✓̂(X )� c

p
V < ✓0 < ✓̂(X ) + c

p
V )

P(✓0 � c

p
V < ✓̂(X ) < ✓0 + c

p
V ) = P(�c <

✓̂(X )� ✓0p
V

< c)

But ✓̂(X )�✓0p
V

⇠ Normal(0, 1), and so the

P(the random interval includes the true parameter value)

= �(c)� �(�c) = 2�(c)� 1

.

For a 95% interval, c = 1.96, and for a 68% interval, c = 1.

In practice, we calculate a single interval, say, ✓̂(x)± 1.96
p
V based on a

sample x

Then we say we are ’95% confident’ the true value lies in the interval.
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Approximate and exact confidence intervals

If ✓̂(X ) = X , then

V = �2/n where � is the standard deviation of X .

If � is unknown and has to be estimated, then there are more precise
confidence intervals based on ’t-distributions’

Only important for small samples

In general have to approximate V ⇡ 1
nÎ (✓)

, using the Fisher Information

approximation for large samples
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Average height of group

1 The standard deviation of heights in the class is 10.1 - you can
assume this is a known �

2 Take n = 5 heights at random

3 Calculate their mean x

4 Calculate their standard error �/
p
n = 10.1/

p
5 = 4.52

5 Calculate a 68% interval x ± �/
p
n = x ± 4.52

6 Draw your interval on the board

7 How many of the intervals include the ’true’ value?

September 27, 2012 4 (1–16)



Confidence intervals for di↵erences in means

Suppose we are to observe data

X1, ..,Xn

from a distribution with unknown mean ✓
X

and known
variance �2

X

Y1, ..,Ym

from a distribution with unknown mean ✓
Y

and known
variance �2

Y

We want to estimate ✓
X

� ✓
Y

and provide a confidence interval.

We will estimate ✓
X

� ✓
Y

by X � Y

Now by the Central Limit Theorem, X ⇠ Normal
⇣
✓
X

,
�2
X

n

⌘
and similarly

for Y

So X � Y ⇠ Normal
⇣
✓
X

� ✓
Y

,
�2
X

n

+
�2
Y

m

⌘

So a 95% confidence interval for ✓
X

� ✓
Y

would be

X � Y ± 1.96

s
�2
X

n

+
�2
Y

m

.
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Comparing two proportions

If we assume X is Binomial(✓
X

, n), and Y is Binomial(✓
Y

,m)

A 95% confidence interval for ✓
X

� ✓
Y

would be

X

n

� Y

m

± 1.96

r
✓
X

(1� ✓
X

)

n

+
✓
Y

(1� ✓
Y

)

m

which can be estimated by

X

n

� Y

m

± 1.96

s
X

n

(1� X

n

)

n

+
Y

m

(1� Y

m

)

m
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Comparing two proportionss

In the class, we observed X = 14 out of n = 18 (78%) females could roll
their tongues, compared to Y = 22 out of m = 31 (71%) males.

Assume this class is a random sample from the population of the earth (!!)

What is the di↵erence between the % of all men who roll their tongues,
and the % of all women?

Give a 95% interval.

X

n

� Y

m

± 1.96

s
X

n

(1� X

n

)

n

+
Y

m

(1� Y

m

)

m
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Relating two quantities

Are height and hand-span related?

September 27, 2012 8 (1–16)



Relating two quantities

We observe a set of points (x1, y1), .., (xn, yn) and we want to fit a straight
line through them

We assume the x ’s have been centralised around their mean x , and
assume the model

y

i

= a+ b(x
i

� x) + ✏
i

,

where the ’error’ ✏
i

is assumed to have mean 0 and constant variance.

We want to estimate the coe�cients and fit a line

y = â+ b̂(x � x).

ŷ

i

is the ’fitted’ value for y
i

, given by ŷ

i

= â+ b̂(x
i

� x).

y

i

� ŷ

i

is the ’residual’ - the distance of the data-point from the straight
line

The ’least squares’ solution (Gauss, 1820s), minimises the Residual Sum of
Squares (RSS), where

RSS =
X

i

(y
i

� ŷ

i

)2,
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Least squares

Therefore RSS =
P

i

[y
i

� â� b̂(x
i

� x)]2, and to minimise we set the
derivatives to 0.
�
�aRSS = �2

⇣P
i

[y
i

� â� b̂(x
i

� x)]
⌘
=

�2
⇣P

i

y

i

� nâ� b̂

P
i

(x
i

� x)]
⌘
.

The last term is 0, and setting the derivative to 0 gives â = y .
�
�bRSS = �2

⇣P
i

[y
i

� â� b̂(x
i

� x)](x
i

� x)
⌘
=

�2
⇣P

i

(y
i

� y)(x
i

� x)� b̂

P
i

(x
i

� x)2]
⌘
.

Setting the derivative to 0 gives b̂ =
P

i

(y
i

�y)(x
i

�x)P
i

(x
i

�x)2 .
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Least squares

Interpretation: â = y is the intercept at x ; b̂ is the fitted gradient

This solution does not require an assumption of normal errors

The standard deviation � has MLE �̂ =
q

RSS
n

In statistics programs an ’unbiassed’ estimate �̃ =
q

RSS
(n�2) will be given

and called the ’residual standard error’

Can get standard errors for all these estimates, and so obtain approximate
intervals (can get more accurate from t distributions)
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Fitted line
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An influential datapoint?
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Influence of gender?
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Fitted line
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Transformation to linearity

Gapminder example.
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Stats practical on confidence intervals and fitting lines

You are recommended to type commands into the script window (top left) and then run them

by selecting the line (you just need then cursor on the line, no need to highlight it)

1. Download class-data3.R into RStudio

2. Download class-data.csv and read it in

3. Check you understand what sum(is.na(handspan)) is doing [use help, or Quick R,

or Reference Card, to find about is.na]

4. Look at is.na(handspan) by just typing is.na(handspan)

5. After fitting the line, check the statistics from summary(fitted). Create approximate

confidence intervals for the gradient from ’estimate +/- 1.96 standard error’ (more exact

intervals are possible)

6. Check you understand how use works to select observations [creates an array of TRUE/FALSE]

7. What change is there in the gradient by removing the outlying data-point?

8. See how scatterplot works

9. Try changing FALSE to TRUE for smoother

10. fitted$residuals contains the residuals from the fitted line - draw a histogram of

these. Do they look Normal?

11. Now fit a line for height against breath.

12. See if a straight line looks better with height against log(breath)
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