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Abstract: Much of the recent progress in understanding quantum theory has been achieved within an operational approach. Within this context
guantum mechanics is viewed as a theory for making probabilistic predictions for measurement outcomes following specified preparations.
However, thus far some of the essential elements of the theory &Atilde;&cent;& Acirc;A€&Acirc;A* space, time and causal structure
&Atilde;& cent;& Acirc;A€& Acirc;A* elude such an operational formulation and are assumed to be fixed. Is it possible to extend the operational
approach to quantum mechanics such that the notions of an underlying spacetime or causal structure are not assumed? What new phenomenology
can follow from such an approach? We develop a framework for multipartite quantum correlations that does not presume these notions, but ssmply
that experimenters in their local laboratories are free to perform arbitrary quantum operations. All known situations that respect definite causal
order, including signalling and no-signalling correlations between space-like and time-like separated experiments, as well as probabilistic mixtures
of these, can be expressed in this framework. Remarkably, we find quantum correlations which are neither causally ordered nor in a probabilistic
mixture of definite causal orders. These correlations are shown to enable performing a communication task that is impossible if a fixed background
time is assumed and the events are sufficiently localized in the time.
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Last 10 years significant progress in understanding quantum theory within
r-Qip@rationalism with primitive laboratory procedures as basic ingrediesis.
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Orthogonal Decomposition: Any state of 1-bit system can
be prepared by mixing two perfectly distinguishable states.
Reversibility: Between any two pure states there exists a
reversible transformation

Local Tomography: The state of a composite system is
completely determined by local measurements on its
subsystems and their correlations.

Subspace Axiom: All 1-bit systems are equivalent
irrespectively of our (classical) notion of localizability

d d

Two Bits (Entanglement)
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Presupposes definite causal order
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Questions

1. Is definite causal structure a necessary pre-assumption or does
it follow from more primitive concepts?

2. Is it possible to extend the operational approach to gquantum
mechanics such that the notions of an underlying space-time or
causal structure are not assumed?

3. What new phenomenology can follow from such an approach?

Find a general framework for probabilistic theories with no pre-existing

causal structure. | _
|- Hardy arXiv:gr-qc/0909120.
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= Definite causal structures - causally ordered (spatial and
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Outline
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= Framework for correlations without assuming definite
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QOutline

Operational Approach

Definite causal structures — causally ordered (spatial and
temporal) correlations: joint state, channel, channel with
memaory

Framework for correlations without assuming definite
causal structures

Causal game — winning strategy with “non-causal”
correlations
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Operational approach

Clock
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Input A system enters the lab.

RirsafM050039 S R Rage29/158



Operational approach

Clock

One out of a set of possible
transformations is performed.

A system enters the lab.
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Operational approach

Clock

Output — The system exits the lab.

—

One out of a set of possible
transformations is performed.

Input A system enters the lab.
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Operational approach
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Operational approach

Process" C_"UC*(

(-catalogue of our knowiedge’) Output = The system exits the lab.

One out of a set of possible
transformations is performed.

Input A system enters the lab.

- ukblS 1S the only way how the labs interact with the “outside world.,...
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Operational approach

Alice
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No prior assumption of pre-existing causal structure, in particular
e 105009 the pre-existing background time. PR S




Operational approach

Joint _Process”

Alice

- =
i

P(M3 NB)

.'/- 74
10

No prior assumption of pre-existing causal structure, in particular
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Bipartite state
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Bipartite state

Sharing a joint state; No signalling
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Channel B—2A
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Channel B—2A
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Channel A—B
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Channel A—B
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Channel A—>B
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Channel A—>B
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Sending a state from A to B; Possibility of signalling
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Channel with memory




Channel with memory
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Channel with memory
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Channel with memory

Most general causally ordered situation; Signaling possible
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Mixtures of different orders also possible
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Main premise

Local descriptions agree with quantum mechanics
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Main premise

Local descriptions agree with quantum mechanics

Transformations = completely positive (CP)
trace non increasing maps

.,V[J-: LC(H?) — LIHY
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Main premise

Local descriptions agree with quantum mechanics

Transformations = completely positive (CP)
trace non increasing maps

.\/{J.: LCIH2) — L(HY

Local algebra in both labs

Convex Mixtures P rf_,\/l =t ¢ N) = r_/P%.V[ =t )\ P(N)
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Main premise

Local descriptions agree with quantum mechanics

Transformations = completely positive (CP)
trace non increasing maps

..\/[j: CIH?) — C(HY

Local algebra in both labs
Convex Mixtures P-iq_.\/l +t{E—9 N) = r_/Pi.\/I Bt E—¢ )\ P(N)
Distributivity @P(M +N) = P(M) + P(N)
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Main premise

Local descriptions agree with quantum mechanics

Transformations = completely positive (CP)
trace non increasing maps

.\/[ji LC(H?) — L(HY

Local algebra in both Iabs
Convex Mixtures PlgM +(1—g¢q \N) = gP(M)+(1—g¢q )\ P(N)
Distributivity P(M +N) = P(M) + P(N)
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Two parties

(HA2) — C(H™M) MB

S
bl =
™S

Probabilities are bilinear functions of the CP maps

P(MA, MB) = w(MA, M5B)
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Two parties

Probabilities are bilinear functions of the CP maps

P(MA,. MB) = w(MA. MB)

Question: how to characterize the most

canaral nraohahilityvy Aictribhiitinne?
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Choi-Jamiotkowski isomorphism
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Choi-Jamiotkowski isomorphism

CP maps Bipartite positive operators

M: C(H2) — c(H) € > o2 e L(HY) = L(H?
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Choi-Jamiotkowski isomorphism

CP maps Bipartite positive operators
CHD) — c(HY € o2 e L(HY) ® L(HD)
Yy e |
}

Maximally entangled state
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Choi-Jamiotkowski isomorphism

CP maps Bipartite positive Operators
L(H?) H') - P € L(H') 2 L(H
L P\ d L J

J,; LI — M XL ‘{[y i II_)+‘ :. Maximally entangied state
") =X 19)1)

L € Hl
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Choi-Jamiotkowski isomorphism

CP maps Bipartite positive Operators
H_ | 1 jr) 1&’ E 1 H [:
I—< P\ '—I I—( fj
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=2k
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Choi-Jamiotkowski isomorphism

CP maps Bipartite positive Operators
L(H?) H') f” L: c L(HY) 2 L(H?)
L P\ d L J

f; L! — M R 7 ‘a[; (DT ‘ -, Maximally entangied state
:I = Zf ‘; ‘F_-':'

c Hl
Examples

Projection on a pure state |U
and its repreparation
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Choi-Jamiotkowski isomorphism

CP maps Bipartite positive operators
C(H2) Yy € L2 c L(HY) 2 L(HD)

F M P

{) LE — M 2 T ‘{[;. i ‘ | Maximally entangled state
Y Z )4
1 /
Examples

Projection on a pure state |V

and its repreparation Preparation of a new state o
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Bipartite probabilities

Bilinear functions of CP maps = Bilinear functions of
positive operators
P(M2, MB) = (M2, ME P(MA . NPB) = ,._»(‘;ﬂi,’f’-;ﬁ_fffj |
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Bipartite probabilities

Bilinear functions of CP maps = Bilinear functions of
positive operators
P(M2, M?P) = (M2, M” P(M* NB) = ,.-.'(,Gjii_'j:-ﬁ_f:fj )
Representation

Pl.\/{"“. _MB ) = Tt TII'.—\'_ A->B1 B> (:U.-‘r_ As !.}S: f__j‘_)

MA * F A B

II'-’L[.’L;B;B; = ﬁ(H{ _ H_iu _;. ,HB.E_ s HB‘]J
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Bipartite probabilities

Bilinear functions of CP maps = Bilinear functions of
positive operators
PME M) = w(MA MP POMENT s e
Representation

P{-M-‘l‘-MB) — Tt ;[['.-1‘. A>B1 Bo (F},—\: Ao __UB'-E:-E:)

AME = F 4"

WardeBiBr ¢ (i o A2 g KB @ HB2)

2

Process” Matrix
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Bipartite probabilities

P(MA. MB) = Tr | WwAr1A42B1B> ( A1Az o, BiBa -]‘

'Ir)l_ll'v[ 1 I _‘l..!-':
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Bipartite probabilities

P(M*A, MP) = Tr [WA42B:B2 (pldz @ gl 02 )

”*‘J”H'JBEB'J — ﬁ['H-*i % 'H-Ji'_‘ < ’HB: _' *HB-_‘_.
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|
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Bipartite probabilities

Pl‘_\/’l'\‘._\/fﬂj — Tr :_H"l"l:B'B: (I;}'l".h . 'B'B‘)

MA FamB
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> P(MANP)>0 wmp WAr42B:B: pQpPT
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Bipartite probabilities
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Bipartite probabilities
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Bipartite probabilities
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Bipartite probabilities
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Bipartite probabilities
P(M?. MB) =Tr [”—_11_4:5;5. ( 42 o )

fags

]
‘[Ir."l]_.‘ijI_B‘_? 'E E(H-‘ ‘ H.-"u P HB1 «j' HB?)
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//_Lancillary entangled state do not fix the causal order
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1. Probability positive: 41428182 >
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Bipartite probabilities

— [[I—_.JH‘J‘:B;B: (,r)j,;ff IJB;B-:)}

MB

WardeBiB2 o p(d o HA2 @ HB @ HEB2)

o P(MANP)>0 wp W44:B:B: pOPT
M?EB

/—Lanciﬂary entangled state do not fix the causal order

—1©

1. Probability positive: Wy 4:4:28:82 >

<| o Ldoq\ S| e
do| od] [
| oy

2. Probability 1 on all CPTP maps:
TI. [I,I,--’—{I*{'EBI B-}_ (pt‘}i-l;’p?}lggl):{ — 1

T’p'J”'J"*’.;}B‘Bz >0, Tripti2 = ]l'i"’.TrIpB"B'-’ = 152
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Example: Bipartite state

> B, BT
L Emeeeles = ol
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Sharing a joint state, ==
No signalling P(MA. MB) =Tr[MA @ MEB(pA252)]



Example: Bipartite state

”'_-1[ AsB1Bs __

[1-"111 B'a _ (j{)_

No signalling P(MA _MB) =Tr [MA @ MB(pt2

: = 4o Bo\ L
Sharing a joint state, = e
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Example: Channel B—>A

~ Sending a state from B to A, WAr142B1B2 _ 141 o (,0;-:
Possibility of signalling PMA. MB) — Te[MA o &0 ME (28]



Example: Channel B2A

r or
: +A; Az By B> ~ £ A B]
Sending a state from B to A, W #25152 = 14t g (ﬁ;'Bl) Po -

||||| 0039

" EidSsibility of signalling P(MA . MB)



Channel with memory
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Channel with memory
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Causal order - notation

= A < B:"Ais in the causal past of B” A can signal to B
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Causal order - notation

= A < B:"Ais in the causal past of B” A can signal to B
= B < A:"B isin the causal past of A” B can signal to A

= A X B:"Aisin not the causal past of B A cannot signal to B
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Causal order - notation
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Causal order - notation
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Causal order - notation

A < B:"A is in the causal past of B” A can signal to B
B < A:"B is in the causal past of A” B can signal to A

A X B:"A is in not the causal past of B A cannot signal to B

2]

B X A:"B is not in the causal pastof A“ B cannot signal to A
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Causal order - notation

A < B:"Ais in the causal past of B“ A can signal to B
B < A:"B is in the causal past of A" B can signal to A

A X B:"A is in not the causal past of B A cannot signal to B

%]

B X A:"B is not in the causal pastof A“ B cannot signal to A

A X B &B X A:"A and B causally independent”
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Causal order - notation

A < B:"A is in the causal past of B” A can signal to B
B < A:"B is in the causal past of A” B can signal to A

A X B:"A is in not the causal past of B A cannot signal to B

Ed

B X A:"B is not in the causal pastof A“ B cannot signal to A

A X B &B X A:"A and B causally independent”
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Terms appearing in process matrix

374, 4-BB> _ : A B>
WAir425152 — Z,u;m-m Ay 14Oy @ ... @ O,
I res
o' @ 1™ type A,
U__;!; @U‘:L ® 17es t}rpei.ig
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Terms appearing in process matrix

774, A>B By _ - Al B
A1 A2B By _ Z,ugﬂmm Ay 4Oy @ - @ O,
I "ES
o' @ 1™ type A,
[T':; ® {T’f: @ 1™ type 4,4

1. Probability positive & 2. Probability 1on all CPTP maps
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Terms appearing in process matrix

W-T:f]_-f:B[ B: — Z

1. Probability positive & 2. Probability 1on all CPTP maps

gy oopry Gty pra

Ui; ; R ﬂre’_s'f

A A "
a: ®{T}.' ® 1"

\ 4

type 4,
type 44>

4 B>
Oy @ ...8 0,
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BXA A, B, A,A,B,
A<LB £y B2 2t A, B, A,B, B,
Causal e e Channels with
order memory
SE
Wi 11
L 1
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Most general causally separable situation:
probabilistic mixture of ordered ones:

irsa: 11050039 Page 103/158



Most general causally separable situation:
probabilistic mixture of ordered ones:

;VAIA:BIB: — ([;VB;‘LA n (1 = q)lV.-lﬁB
A
S@maMngcxm}ﬁ:W

to B or causally

f i e
'_"l. L)
independent
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Most general causally separable situation:
probabilistic mixture of ordered ones:

pAh BB — gBEd 4 (1 — qyW*5

/ \

Signalling only from Signalling only from
A to B or causally B to A or causally
iIndependent independent

Do all possible processes W respect
definite causal order?
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Causal Game
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Causal Game

» Alice is given bit a and Bob bit b.
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Causal Game

=1 /3

-

« Alice is given bit a and Bob bit b.
« Alice produces x and Bob y, which are their best guesses for
the value of the bit given to the other.
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Causal Game

« Alice is given bit a and Bob bit b.

« Alice produces x and Bob y, which are their best guesses for
the value of the bit given to the other.
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Causal Game

« Alice is given bit a and Bob bit b.
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Causal Game

bit a Is given

Alice is given bit a and Bob bit b.

Alice produces x and Bob y, which are their best guesses for
the value of the bit given to the other.

Bob is given an additional bit b* that tells him whether he
should guess her bit (b’=1) or she should guess his bit (b’=0).
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Causal Game

3 /
1x

bit a Is given

Alice is given bita and Bob b
Alice produces x and Bob v,

the value of the bit given to tf
Bob is given an additional bit
should guess her bit (b’=1) 0

it guesses for

1ether he
» his bit (b’=0).
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Causal Game

Alice is given bit a and Bob bit b.

Alice produces x and Bob y, which are their best guesses for
the value of the bit given to the other.
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Causal Game
Guess x Is produced
in local time before —
bit a Is given . #
d
J A X

« Alice is given bit a and Bob bit b.

« Alice produces x and Bob y, which are their best guesses for
the value of the bit given to the other.

« Bab is given an additional bit b* that tells him whether he
should guess her bit (b’=1) or she should guess his bit (b’=0).

« The goal is to maximize the probability for correct guess:
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Causally ordered situation

Case:B < A Global Time
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Causally ordered situation

Case:B< A Global Time

Rirsa=050039 i S s mmmenmee———— = e e e e e e = =0 Pageil26/158



Causally ordered situation

Case:B < A Global Time

Ply—al =1) =1
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Causally ordered situation

Case:B< A Global Time

Pty —=ajllr —1) =1

] = X Pis—i—0r—1/)
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Causally non-separable situation
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Causally non-separable situation

-A;A2B1 By _ L L 4, B So By B0
WAard2BiB2 — _ 13 4 (660% + 0200 0?)

4 | V2
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Causally non-separable situation

L k-, =
1+ — gdrigB2r L gA25B81 5,52 ]

II V2

- e Ao By B
I At A>B1 B> __

-

The probability of success is

5
=

_ 2+

[)H uwcc 1

e |G
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Causally non-separable situation

1 e ==
(o " 10 %0, "0, )]

II'-—‘.‘_ _-1_11'5,; B: ——==
—L \f-'“_}.

The probability of success is

s 5 = r_; K
24v2 - 3

pSUCC =— 4 4

This process cannot be realized
as a probabilistic mixture of
causally ordered situations!
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1 . = |
= — |11 + — (f:rj‘-arrf’j’— - rT':J‘—"r.T:B-rtrf,j—] |

V2 |

Causally non-separable situation

II'-—‘.‘_ _‘1'_181_ B:

The probability of success is

..“J 3 = -";':._3- .3

i .
p.ﬁ-ucc — > 4 = 1

“Tsirlason bound for non-
causal correlations™ 77

This process cannot be realized
as a probabilistic mixture of
causally ordered situations!
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Causally non-separable situation

i ’
o
=

- 1 1 ¥
[I A A> By B ..Jl {?_\ 1 g2 L

= |

'

(]
i
I

[),ﬁHCC i 1

= | G

=

“Isirlason bound for non-
causal comrelations™ 77

This process cannot be realized
as a probabilistic mixture of
causally ordered situations!
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A causally non-separable example

_ 2 B 1 E . , A
" '47'4;”7”:—1 Il——_)(rrj‘r}‘f'::’:—rr{rfﬁ‘7frf” |=
V2 |

11111111111
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A causally non-separable example

Repreparation  Measurement

Alice's CPmap: |20z ® |2.) 1?2 7. a = +1
A1 A BBy _ ] : A, B A\, B, B\ |

W I s 6 e o & |
1 V2 = ¥
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A causally non-separable example

Repreparation  Measurement
| 4 o ls \ /- 1A

Aice's CPmapr  |z.)(za| ® |22){z"2 z.a=+1
Bob effectively sees™
[T'B B- — S. Tl'_{;__{_-. ‘[]'.-‘ii A- B B> ( |:-rr- = Ay < z z. A5 )*
Ay A By —E e Az By By |
" === ﬂ——_—(ff_:'ff.:‘—*"-T_:‘f’-T_:'*"-T__.-']!
V < J
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A causally non-separable example

Repreparation  Measurement
Alice's CPmap:  |2.) (2| ® |z.) (2|

Bob effectively sees™
W BBz — S Tra, 4, :U"J“'J”B]B‘ L2 = @ 2 =2 ):
A, A>B; B> __ 1 = A, Bs o, B, Bo\|
Wweor2mr =2 — _ 18+ — (o0, 2 +oa, o, 2)
—J: \u :- oA F \ s | |

—_— —— |
—

Not seen by Bob
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A causally non-separable example

Repreparation  Measurement
' & % 15

Aice's CPmap:  |2.)(Za| ® |22){z"2 z.a=1L1
Bob effectively sees™
[T'B'B-' = E Tl'_{_;l__\ 1 hixbh B (| YA = - _1')

Not seen by Bob
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A causally non-separable example

Repreparation  Measurement
AiccsCPmap |2z @ 12512 ra— 13

~(1 Y |~z \~x o A

Bob effectively sees™

Whte _— %= T a [WAr42B1 Bz (12 V(> |4 @ |2, ) (2, ]42)]

1 1 | 7
| {l[ + = (@U;Bf +oX o 0?)

4 = v 3/ \ |
\Za (T'_'!':rf; — Zlo-|zy) =l
Choosen by Alice Not seen by Bob
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A causally non-separable example

Repreparation  Measurement

Alice’'s CP map: ) -:ij_:”_'*? R |z )z - e
Bob effectively sees™

\ /. 1A -~ = _ 1A>\ ]
S > - ~r| )‘

~ 1

WBiB2 — S Try 4, [WALA2BB: (

1 1 .
rA1AaB1 By _ g Bo > B:1 B>
7! = {[[ - — (@(}': r_T_X\r:T: o, |

V =
- 5

(loiz)—a

\ <q

Choosen by Alice

Not seen by Bob

L 1 B>
E(ﬂ—(lkﬁtﬁ'?—)

=) Bob receives the state: WhBiB2
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A causally non-separable example

Repreparation  Measurement
Lo B o b N 2. 19

AicesCPmap: |2.)(Za| @ |z22){z=|2 z.a=+1

Bob effectively sees™
1V BiB> _ : [WA14A2B1B2 (|- \(~ |41 & |~ \(~ [42)]
II = Z.r T]—.-l:_.-{g !_II e (|‘”f.-' \~a | | - ~Er VR = )_

. 1 1 :
Wt A2B1Br _ - [[L +— (rJr,‘-,-B2 +ox oD 052?)
V = Jd
pd N

(il =) —a - o |z.) = +1

Choosen by Alice Not seen by Bob

=) Bob receives the state: ITBIB'—" — (1L + HL_J{E:’-:)

w2 ~“

D |

If Bob wants to read (b° = 1), he measures in the z basis and achieves

)
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A causally non-separable example

- 2 I ]_ 1 * rr—_:
whrd2BiBe _ _ g 4 (gH1g82 4 525581 4552)
1 v : : =7

11111111111
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A causally non-separable example

? Repreparation Measurement
If Bob wants to send (b"= 0)
Bob‘'s CP map: :s;@l‘-‘(:;}!;:B"- D |Zy) {x, £ y,b = +1
i 1 l : ]
WwrA2B1B2 _ _ ll'——_{rrf“r_r‘?-—ﬂrj‘ rTB fT‘5 ) |
_J: M 2 \ i 2 _i
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A causally non-separable example

Repreparation Measurement

b = 0) |
12 e Wl g b—t

If Bob wants to send (
Bi1 o | r

Bob's CP map:

Zbw) \ Zby!

1 1 =

T A A2 B1B> __

=" aaw
>

,f'.._ie’T..,!',_ =

Not seen by Alice
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A causally non-separable example

: Repreparation Measurement
If Bob wants to send (b°= 0)
SRyl asb—1

Bob's CP map: \ -’-‘f;;;} <:hyi

1 1 3
wardBiBr — — g 4 (g2 + o }
4 v 2 ‘”/ ) @

lo:lzy) =0 :
T=19:105 _ The encoding correlated
Not seen by Aliceé  yith the detection resuit

(1 + b-Lo22)

vZ ~

(W

=) Alice receives the state WALA2 _

Page 146/158

irsa: 11050039



A causally non-separable example

: Repreparation Measurement
If Bob wants to send (b"= 0)
Bob’s CP map: |26y} {20y | @ |z} (2™ y.b==
= | 1 .
15 Ay A2B1By __ — = (tht.,x-:
zijo- ke ;=10 :
——_ The encoding correlated

Not seen by Alice  with the detection result
=) Alice receives the state /4142 — 1+ b0
She can read Bob's sent bit with probability

2+ 2 Page 147/158
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Where to look for non-causal processes?
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Where to look for non-causal processes?

1. Closed time-like curves?: The entire process W is such that
the information is sent back in time through a noisy channel.
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Where to look for non-causal processes”?

1. Closed time-like curves?: The entire process W is such that
the information is sent back in time through a noisy channel.

AN B

)
1 3

1. “Superpositions of space-time”™?
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Conclusions

* [Not shown]: In the classical limit all correlations are causally
ordered

* Unified framework for both signalling (“time-like”) and non-
signalling (“space-like”) quantum correlations

* Situations where a causal ordering between |aboratory
operations is not definite = Suggests that causal ordering
might not be a necessary element of quantum theory

* What one needs to do in the |ab to realize the “processes”?
e ew resource for quantum information processing? Fae I
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A causally non-separable example

{ Repreparation Measurement
If Bob wants to send (b°= 0)
Bt @ ) (x, it y. b=+

P i — \I'\ -
Bob's CP map: | <by ) <~hy; J

il

—
—
p—
e
e
¥
I
= |
=
|
®
—
(W]
q
\ i ,.L-
|
.
“p-l-'-
é'

- lo.lr.) =0 .
F=lO: 1= _ The encoding correlated
Not seen by Alice  yith the detection resulit
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A causally non-separable example

Repreparation Measurement

= 0) |
Mz, | P2 y.b—F

If Bob wants to send (b
H\-rl.r;

| = '.I" e B' Fo | = 1
~by / <“-i?‘!'f. S ?'I y/

Bob‘'s CP map:
A BB, 1 E s B B: B |
= ]l'——_(ffl'f'fﬂ’—ﬂ' ‘a, ) |

—1 E‘j s Fo |
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