Title: A Categorical Approach to Distributed Meaning
Date: Jun 02, 2009 12:15 PM

URL: http://pirsa.org/09060018

Abstract: TBA

Pirsa: 09060018 Page 1/99






Pirsa: 09060018

String diagrams in Quantum Protocols

ALICE

(2

BOB

ALICE]

BOB

Page 3/99



Pirsa: 09060018

String diagrams in Quantum Protocols

ALICE

(2

BOBI

ALICE]

BOB

Page 4/99



Pirsa: 09060018

String diagrams in Quantum Protocols

ALICE

(2

BOB

ALICE]

BOB

Page 5/99



Pirsa: 09060018

String diagrams in Quantum Protocols

ALICE

Fa

BOB

ALICE

[

BOB

Page 6/99



String diagrams in Western Movies
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String diagrams in Western Movies
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String diagrams at lunch
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String diagrams while combing the hair
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String diagrams in the garden
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String diagrams in nature
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String diagrams in heaven
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String diagrams in natural languages
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What is the vector space content of what we say?

A Categorical Approach to Distributed Meaning

Mehrnoosh Sadrzadeh
Computing Lab, University of Oxford

Joint work with: S. Clark, B. Coecke, A. Preller
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Linguistics

Analyzing Natural Languages

Grammar

Meaning
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Mathematical Linguistics

Mathematical Structures for Analyzing Natural Languages

Syntax

Semantics
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Analyzing syntax

(I) The algebraic way: type-logical (categorial) grammars

r'Jl\ssign types to constituents of a phrase

| Compose the types to get the type of the phrase

(II) The Chomsky way: write the grammatical rules of a language as
rewrite rules to generate the syntax of a language.
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Analyzing semantics
(I) Symbolic meaning

Assigning sets to types,
use logical connectives to connect them.

(I) Distributional (vector space) meaning

Assigning vectors to words in a high-dimensional vector space,

bases are chosen according to the domain of meaning.
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Analyzing semantics

(I) Symbolic meaning

i

Pros:

Cons:

L

( Compositional.

Model-theoretic semantics (Montague),

| Automated inferences.

[ Qualitative (true-false).

{ Says very little about lexical semantics.

| Not very suitable for real world text.
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Analyzing semantics

(I) Distributional (vector space) meaning

\

8
Cons: Non-compositional.

Quantitative,
Pros

All about lexical semantics.
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Can we develop a formalism that has the best of the two?

 Pros : Compositional.

| Pros : Quantitative.

Compact Closed Categories
via
Quantum Informatique Diagrams
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Analyzing syntax

The algebraic way: type-logical (categorial) grammars

 Assign types to constituents of a phrase

 Compose the types to get the type of the phrase

Syntax Calculus. PO Monoid with residuated multiplication

(P.E,.,]..,—h ‘_)

Pregroups. PO Monoid with residuated elements
(BE<=siC).C))

Google bought Microsoft.
np vp np
n B :
p (np” s np*) np

FARIA
V
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Pregroup

(P,<,e,1,(-)", ()"
A partially ordered monoid whose every element has a left and a
right adjoint.

(P, 1) a monoid

p.ge P — pge P, gpc P, pl=1p=p

(P, 1, <) po-monoid

P<q = pp1 < qp1 Pip < p1q

Each element has a left & a right adjoint

peP = preP, pepP

pp<i<ppd ppi<1<pp
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Some Properties of a Pregroup

Adjoint are unique and anti-tone

p<q — q'!ii-pr

The unit is self adjoint

==

The multiplication is self adjoint

I = | -
(peq) =q ep (peg) =q ep”
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Pregroup Grammars
Let 3~ be the set of words of a natural language and 5 a POset.

Def1. A Pregroup dictionary for > based on B is a binary relation
DC¥ xT(BF)

where T'(13) is the free pregroup generated over the partial order B,

as constructed by Lambek.

Def2. A Pregroup grammar is a pair

G=(D, a)
of a pregroup dictionary and a set of distinguished elements o« C B.

Def3. A string of words w1 .. . w, of 2 is grammatical if and only if

t1--th < s €«
in T(B), where each (w;.t;) is aelement in D.
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Example of a Pregroup Grammar

A dictionary that generates sentences "Bob likes beer.” and "Bob
does not like beer.” has the following types

Bob : n does : n'sjlo
ikes : n"sn! not : o7jjlo
beer : n ike : o"jn!

The basic types n. s, j stand for noun phrase, statement and infini-
tive; o is an index type.

Based on these types, the above sentences are grammatical; their
reductions are morphisms in T'(B).
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Analyzing syntax with Pregroups

Assign types to constituents

Bob likes beer
n  (n"snbd) n

Use axioms of the pregroups to reduce the composition of types

Bob likes beer., —— statement
n (n"snb) n < E
Bob does not like beerr —— statement

n (n"sjle) (67jjte) (o"jnb) n < s
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Diagrammatic Analysis of Syntax in Pregroups

Bob likes beer.

n (n"snl) n
| | | |
Bob does not like beer.

n (n"sjlo) (J’";Iijio') (r:rrf'-n’i) n

- "EIE ERNE k] |
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Pregroups and Natural Languages

English, French, ltalian, German, Latin, Polish, Turkish, Japanese,
Arabic, Persian, Hebrew, Mandarine, ....

Cudd Egh e iulesai S
Cad S 8 S S e e
Auaad g 3G g 8 R o

——

Cadd a3 3 oAt Jas 5158

|\
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Diagrammatic Analysis of Syntax in Pregroups

Bob likes beer.

n (n"snl) n
| | | |
Bob does not like beer.

n (n"sjlo) (Jr;l;'jicr) (Jrf-n’i) n

E —EBE-_EREE - k] |
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Pregroups and Natural Languages

English, French, Italian, German, Latin, Polish, Turkish, Japanese,
Arabic, Persian, Hebrew, Mandarine, ....

Cudd S e ulesai S
Sad S 8 S e S e e
PTET ' I LLWIPIge W

Sl S e Foand Jao GlS

|\
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Comparing Syntactic Structure of Sentences in Pregroups

English and French Arabic and Hebrew

NS AR IS

Persian and Hindi

g
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Symbolic Model of Meaning
Meaning of a sentence is a function of meaning of its constituents.

This function is obtained by composing the meaning functions of the
words within the sentence.

Some makes sense: verbs are relations

Some do not make sense: nouns are sets
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S: bought’ (microsoft’. google”)

NP: google’ VP: Ly.bought’ (microsoft’.y)
Google
V: Lx Ly .bought’(x.y) NP: microsoft”
bought Microsoft
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Distributional (Vector-Based) Model of Meaning
Firth: "You shall know a word by the company it keeps”.
Intuition: the meanings of beer and whisky are similar (in some
way) because they both get you drunk, are served at the pub, have

alcohol, damage your liver, cause a hang over if binged on, etc.

These facts are reflected in text: beer and whisky both appear close
to the words drunk, pub, alcohol, liver, hang over, binge.

In the same way, there is a similarity between the words caf and
dog, also between ship and boat, etc.

In this approach meaning vectors live in a high-dimensional "seman-
tic space”, where context is often just an n-word window.
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Meanings as Context Vectors

binge
\

/

ot 7
r e ey

i S

A

hang over
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Thesaurus Construction
Curran (2003): From Distributional to Semantic Similarity
Created context vectors from 2 billion words of text

Compare context vectors to find pairs of synonyms
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Example Thesaurus

introduction: launch, implementation, advent, addition, adoption,
arrival, absence, inclusion, creation

evaluation: assessment, examination, appraisal, review, audit, anal-
ysis, consultation. monitoring, testing, verification

methods: technique, procedure, means, approach, strategy, tool,
concept, practice, formula, tactic
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Question:

How to bring the compositionality of the algebraic typing to the

lexical ability of distributed meaning?

a mathematical structure

o 74
3 %,
vector space pregroup
e
’7? g"'h“"
“@ \0
sz E,

\/

language
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Example Thesaurus

introduction: launch, implementation, advent, addition, adoption,
arrival, absence, inclusion, creation

evaluation: assessment, examination, appraisal, review, audit, anal-
ysis, consultation. monitoring, testing, verification

methods: technique, procedure, means, approach, strategy, tool,
concept, practice, formula, tactic
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Question:
How to bring the compositionality of the algebraic typing to the

lexical ability of distributed meaning?

a mathematical structure

AR %

/ # {JQN‘“
- \
vector space pregroup
e ,f“’/f
- - Ic}"’
@E{?}‘? g E}"Dg{t
2‘,
“o Wb

language
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Finite dimensional vector spaces are compact closed categories.

Pregroups are compact closed categories.
Answer:

Compact Closed Categories

(Pregroup. FVect)
S

N
=
O QQ,_ =
,,.3“3 3 ";0;5?
/ o
P .
vector space pregroup
\h\_ = //
%’5"@ \,Uq’h
22 5, Q@
9\ N
sl

language
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Compact Closed Category

b —> AR A

n I —A"2 A

A A
£

A A
(I~

A monoidal closed category, where each object has a left & a right
adjoint satisfying yanking axioms.

d-AloA 1T
e - AR[A — I

A A r \
J

A A

Al Al
.E%.Im ;"{I
& A
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A Pregroups is Compact Closed.

1- Elements of pregroup are objects p.q € P
2- Partial order is the morphism p — ¢q iff p < g
3- Tensor is monoid multiplication p @ g iff pg, unitis 1
4- Adjoints are adjoints.
5- Epsilon maps are
F=[pp'<1] €d=pkpr<1]
6- Eta maps are
=[1<ppl 7 =[1<pp]

Bob likes beer —— statement
n (n"sn)) n < S
E T F— |

The reduction of types becomes a morphism in the category
€, V1 ® Ef,l nRn s nt Kn — s
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Reductions become Morphisms

The reduction morphism of "Bob likes beer” is

depicted as
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Reduction become Morphisms

The reduction morphism of "Bob does not like beer” is

(15 R €5 & Ef,) 0 (Ei; 1,108,060 1;® Ef,,,)

It is depicted as follows

n nrsjia c:rrjj"f::r t::"""‘j*irr'E n

NS\
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FVector Spaces are Compact Closed.

1- Vector spaces are objects V. W

2- Linear maps are morphisms f: V — W

3- Tensor is tensor V@ W, unit is R.

4- Adjoints are identity Vi =V =V~

5- Given a base {r;};, epsilon maps are inner products

d=:VoV-R
D it ® 5 — Y ciilwild;) -
ij ij
6- Eta maps create Bell states
L Z e; X e;
i

These are maximally entangled states that allow for the non-loal co-
relations of Quantum Mechanics.
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Semantics for Pregroups: Quantizing Functor

Pregroups 121 Vector Spaces

For a pregroup dictionary
D CY x T(B)
and a finite dimensional vector space F'Vect, let the following
[1: T(D) — FVect
be a strongly monoidal functor that moreover satisfies
1 = [0 = [¢"]
for ¢ an object of T'( D).
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Example of a Quantizing Functor

[ (Bob.n) ]

[ (beer, n) ]

[ (likes, n” @ s @ n!) 1

[ (like, o™ @ j @ nl) ]

[ (does, n" @ s2jit20)]

[ (not, 6" @ j

37 ®0)]

<

W

V@S @ W*

Ve JeW*
*@S@J*QV

V*JJ &V
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Compositional Meaning

The meaning vector of a string of words from a language >
w] ...Wn
with type assignments (w;, t;) € D and a syntactic reduction map
f

&y - s

Wy .. W — <[[f]]ﬂﬁ | wy @ Qm>

where 7 is a series of  maps and each w; lives in [(w;.#;)].
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Example: Positive Transitive Sentence

Meaning of "Bob likes beer” is obtained by applying the semantic
map of its syntactic reduction to the tensor product of vectors of the
words therein:

Bob likes beer = (<E1V| ®R1g® <Ew|) |BTb ® likes ® beer)

— s

< l m & does R not ® like ® bee-?:>
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Concrete Calculations

Given
BobeV, beercW likes=Y Ci,;T;235rQ W,
ikj
We obtain

Bob likes beer = ((ey|@15@ (ey]) |Bob@ likesDbeer) =

> (Z Cik<?wl?i><ﬁjbeer*>) —

k 1]
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Concrete Calculations for Boolean Meaning
V' is spanned by all men {m;};

W is spanned by all drinks {;j} j

S is spanned by two vectors |1) and |0), denoting frue and false.

The verb "likes”™ becomes the following superposition

likes =3 m; ® S,
2]
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Concrete Calculations for Boolean Meaning

To get a truth-theroetic meaning we can set

o 1) m; likes d;
= 0) o.w.

Assume Bob is m3 and beer is d,.

The meaning of our sentence becomes

Z<m3lm> 338<d;]a> 2531 1] 34:?34

&
This is true if "Bob likes beer” and false otherwise.
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Weighted Meaning

Assume ‘like’ has degrees of "love” and "hate”, e.g.

——> — 1
likes —= —loves + —hates
4 4
loves =Y m; @ loves;; © d;,  hates=Y_ m; @ hates;; ® d,
i i

where Iovesij and hatesz-j have Boolean meanings.

Assume S is spanned by “love” and "hate”.

Now the meaning of sentence "Bob likes beer” is a vector in the
vector space whose basis are "love” and "hate”.

In particular, it is true whenever

. 3/4
Bob likes beer — ( 1/4)
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Example: Negative Transitive Sentence

The meaning map of the sentence "Bob does not like beer” is

Bob does not like beer =

<f o1 |Bob R does @ not @ like @ bEE?;)
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Meaning Morphisms for Negative Sentence
The process of computing meaning will have two steps:

(I) Eta maps to create extra space for temporary substitutions n

(v ev*@ns=181lygv+*@niRly @ly*g rew*@ 1w ) o(ly @nv@ny @ly*g Jow*® 1w )

(Il) Epsilon maps for substitution f

(lsﬁ EJ-E;-EJ)O(EV RIsRX LI Rey RLTRLpRey R R Ew)
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Meaning Morphisms for Negative Sentence

(v ov+@n5=13 Ly gv+@n121ly Dly+g jew=2 1w ) o(ly @y Ny Bly g jew=2 1w )

Assume S = .J and create 4 Bell states, i.e. functions

VigV=V-=V JF2S=J—S JTeJ=J—]

|4 V>s % sal 3 | dag F* W Vvr W W
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Meaning Morphisms for Negative Sentence
(15 XeF& Ej) o (EV 5% lg X lj* Rey X ]_J X lj* ey X lj & wa)

Substitution

G-V@V 1 ei-Frad—1

T
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Meaning Morphisms for Negative Sentence

The full map of the meaning is obtained by the composition

foi

A A ﬁ?ﬁ*

v V] W*

S5 O
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Bob does not like beer =

< t%/—\ Bob ® does ® not ® like ® bee;r:>
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Concrete Calculations for Boolean Meaning

11) m; likes d;

o ey — —F =
ike =Y M@ ;;2d; € V@JeW* where ;= {O>
O.w.

_

not = Y mp®(10)+01))Q@mz € V'QJRJ QV
k

does = Y m®(|]11) +|00)) @ m; € V*@S@J @V
l
Assuming that Bob is m3 and beer is d4 and abbreviating

10) +(01) to  not

100) 4+ |11) o does

Having fixed matrices for "does”, "not” the meaning map becomes:

Page 65/99



Pirsa: 09060018 Page 66/99



irsa: 09060018 Page 67/99



irsa: 09060018 Page 68/99



e lar — . — — = - e —
(fo g)(mg @ (Z; my @ does @ mg) & (Zk mg X not @ mk) & (Zij m; &

>(m3 | mp) @ does @ Fi:) & (Zk my @ not mk) 22 (Zij Mm@ Wi @ (dj | E}4})
EZI 031 @ does @ ﬁr) ® (Ek my @ not @ ""ik) & (Z:’j m; @ Wij @ 53‘4)

does @ m3 @ (Zk mp ® not @ ”ik) ® (Zi m; ® Fm)

does @ ( Xp(m3z | my) @not @ '”ik) ® (Zi m; @ Fm)

does @ ( Yk 03k @ not @ mk) ® (Zi m; 1?-54)

does @ ot @ Wiz @ (L; ;@ Hia)

does @ not @ ( X;(miz | m;) @ F’M)

does @ not @ EZi 03; @ ﬁm)

does @ not @ 34
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does @

110f13'1f34,

(100) +

Ol1lu 10w
01w34) + |10 3s)
[1041)+(10L) Waa=1
3

([010) +[100) wW34=0

F

0) H3a=1

1) H33=0

11)) ® (|10) +|01)) @

0QL 0% 39)+1000 17 3) +

34

1110mw34)+|110 11w3g)
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= i —y, N — A ~ £ o _}-. A
(fog) (-m.3 03y (ZI m| @ does @ m;) & (Zk mi @ not @ mk) & (Z-ij m; (2
= — =
Kij @ dj) ® d4) =

> (m3 | mp) @ does @ ﬁ}x) & (Zk M) @ not @ mk) } (Eij m; @ Wi @ (d;| E‘}4})
EEI 931 @ does @ ﬁl) ® (Ek my @ not @ '"ik) ® (Zij m; @ Wij @ 53‘4)

does @ m3 @ (Zk mp ® not @ ”ik) ® (Zi m; @ ﬁ}m)

does @ ( Ly (mis | mig) @ not @ mig) @ (i 7 @ Fia)

does @ EZJ: 03k @ not @ ﬂik) R (Zi m; @ E’m)

does @ not @ miz @ (Zi n; @ Tfm)

does @ not @ ( X;(miz | m;) @ Fm)

does @ not @ EZi 03; @ ﬁm)

does @ not @ 1t 34




—

does @ not @ 134

(100) +[11)) ® (|10) +|01)) ® K34

= |0010%34)+(000 1w34)+|1 110134 +|110 li3g)
01w 100
01734) +|103s)

L

[1021)+10L) Haa=1

L

(1010) +[100) pw34=0

(10) H3s=1

.

1) 33 =0
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Concrete Calculations for Weighted Meaning

If we define like such that it has degrees of love and hate

o 3 : 1
likes = —loves + —hates
4 4

Then these degrees propagate to the negative case and the mean-
ing of "Bob does not like beer” is obtainable by applying the Bell
states of does and not to 34, that is

(o 9)(3a)(3e)
-(39)(3)
(3
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Concrete Calculations for Weighted Meaning

If we define like such that it has degrees of love and hate

likes = —ioveé — Eha*res
4 4

Then these degrees propagate to the negative case and the mean-
ing of "Bob does not like beer” is obtainable by applying the Bell

states of does and not to 34, that is

e
-(39)(3)
- (3)
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A Similarity Measure for Meaning of Sentences
Similarity

([l | [81) =p
Examples

<[[Bﬂb loves beer] | [Bob hates be.er:]]> —

([Bob lovesbeer] | [Bob likes beer]) = %

<[[Bob does not like beer] | [Bob loves beer]]> —

<[[Bob does not like beer] | [Bob hates beerr‘]]> =

W plw P

<!IBf_)b does not like beer] | [Bob likes bee-r]]> —
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Natural Language Meaning and Entanglement
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Natural Language Meaning and Entanglement

Bob
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Natural Language Meaning and Entanglement

Bob does
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Natural Language Meaning and Entanglement

Bob does not
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Natural Language Meaning and Entanglement

Bob does not like
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Natural Language Meaning and Entanglement

Bob does not like beer.
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Natural Language Meaning and Entanglement

Bob does not like beer.

like (Bob,beer)

Pirsa: 09060018 Page 84/99



Natural Language Meaning and Entanglement

Bob does not like beer.

not o like (Bob,beer)
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Natural Language Meaning and Entanglement

Bob does not like beer.

does o not o like (Bob,beer)
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Natural Language Meaning and Entanglement

Bob does not like Dbeer

1=\
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Passive vs Active Negation
As a result of our previous interpretation of "not”
"Bob does not like beer” = "Bob dislikes beer.”.
This is ok, but also that
"It is not the case that Bob likes beer” = "Bob dislikes beer”.
This is not ok: may be Bob is indifferent to beer or prefers whisky.
Two kinds of negation:

active in "does not” and passive in "is not”.
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Moving to 3 Dimensions

The passive negation is modeled in 3-dims by changing s;; to

(|001) m; likes d;
|1100) m; dislikes d
[/010) m;is indifferent to d;

v
|

and define a new not and extend does to

0O 11 _ 1 0O
ot —§ 1 O 1 does=| 0 1 O
| o o G 1
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Moving to 3 Dimensions

— —

The active negation is modeled in 3-dims by defining a new not as

0O — 1
anot = 0O — O
1 — O

As a result we have

anot (| 100)) =| 001), anot (| 001)) =| 100)
If Bob does not like beer, then he dislikes it and vice versa.

So we have accommodate both kinds of negation by moving to 3-
dims: active negation sends "likes” to "dislikes” similar to the Boolean
case, passive negation sends each word to its orthogonal space, the
disjunction of the other possibilities.
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Summary

We have provided the first mathematical model for a compositional
distributed model of meaning and stepped towards providing se-
mantics for Pregroup grammars. We showed how string diagrams
simplify our calculations to a great extent.

Assigning compositional vector meaning to a sentence has 3 steps:

1- Type the sentence using a Pregroup grammar.

2- Compute the vectors of the words therein: words with simple
types as usual, words with compound types, as linear maps.

3- Apply to the tensor products of the meaning vectors of the words
in the sentence the map of its syntactic reduction pre-composed
with Bell states.
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Moving to 3 Dimensions

As a result we have

pnot (| 100)) =| 011) =| 001)+ | 010)

Which makes the previous equality makes sense:

If it is not the case that Bob likes beer, then he should either dislike
it or be indifferent to it.

Similarly we have
pnot (| 001)) =| 110) =| 100)+ | 010)

pnot (| 010)) =| 101) =| 100)+ | 001)
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Moving to 3 Dimensions

The passive negation is modeled in 3-dims by changing s;; to

(|001) m; likes d;
ij = {/100) m,; dislikes d;
[|010) m; is indifferent to d;

and define a new not and extend does to

g X 1 1 0O
mot— | 1 0 1 does— | O 1 @
1 1 @ 0 0 1
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Passive vs Active Negation
As a result of our previous interpretation of "not”
"Bob does not like beer” = "Bob dislikes beer.".
This is ok, but also that
"It is not the case that Bob likes beer” = "Bob dislikes beer”.
This is not ok: may be Bob is indifferent to beer or prefers whisky.

Two kinds of negation:

active in "does not” and passive in "is not”.
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Moving to 3 Dimensions

The passive negation is modeled in 3-dims by changing s;; to

(|001) m; likes d;
ij = {/100) m,; dislikes d;
[|010) m; is indifferent to d;

and define a new not and extend does to

g 1 1 1 @60
et — | 1 O 1 does— | O 1 0
| A ¥ O 01
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Moving to 3 Dimensions

As a result we have

pnot (| 100)) =| 011) =| 001)+ | 010)

Which makes the previous equality makes sense:

If it is not the case that Bob likes beer, then he should either dislike
it or be indifferent to it.

Similarly we have
pnot (| 001)) =| 110) =| 100)-+ | 010)

pnot (| 010)) =| 101) =| 100)+ | 001)
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Moving to 3 Dimensions

The active negation is modeled in 3-dims by defining a new not as

0O — 1
anot = 0O — O
1 — O

As a result we have

anot (| 100)) =| 001),  anot (| 001)) =| 100)
If Bob does not like beer, then he dislikes it and vice versa.

So we have accommodate both kinds of negation by moving to 3-
dims: active negation sends "likes” to "dislikes” similar to the Boolean
case, passive negation sends each word to its orthogonal space, the
disjunction of the other possibilities.
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Summary

We have provided the first mathematical model for a compositional
distributed model of meaning and stepped towards providing se-
mantics for Pregroup grammars. We showed how string diagrams
simplify our calculations to a great extent.

Assigning compositional vector meaning to a sentence has 3 steps:

1- Type the sentence using a Pregroup grammar.

2- Compute the vectors of the words therein: words with simple
types as usual, words with compound types, as linear maps.

3- Apply to the tensor products of the meaning vectors of the words
in the sentence the map of its syntactic reduction pre-composed
with Bell states.
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Work in Progress

The vectors of logical connectives such as "and” "or”, "forall”, "ex-
ists”, and their various natural language incarnations.

Implementing the system and run experiments to evaluate our com-
positional theory of meaning.

Applying the verified theory to Information Retrieval, e.g. from the
web, or from more specialized texts such as those used in the court
or patent offices.

Writing a UK EPSRC project among Oxford, Cambridge, Sussex,
Edinburgh, York.
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