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Proof of preparation contextuality

(a preparation noncontextual hidden variable
model is impossible)
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Important features of hidden variable models
Let P < ()
P’ — p'(X)
Representing one-shot distinguishability:
If P and P’/ are distinguishable with certainty
then () /(A) =0
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Important features of hidden variable models
Let P < u(X)
P’ — p'(X)
Representing one-shot distinguishability:
If P and P’ are distinguishable with certainty
then () /(A) =0

MEYVERN ﬂ\ﬂ’(k) u() / \ \n’(k)
AV

Representing convex combination:

If P” = P with prob. p and P’ with prob. 1 —p
Then p”"(A) =p p(A) + (1 —p) p'(N)
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Proof based on finite construction in 2d

P, <= Vg = (l-fo)

P, — %a = (0,1)

P, < Yp = (1/2¢\/§/2)

P < ¥B = (V3/2,-1/2)

P, o % = (1/2,—/3/2)

Pe — Yc = (V3/2,1/2) vE
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Proof based on finite construction in 2d
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Proof based on finite construction in 2d

_ (1 0)
« = \oo
Pﬂ —F ﬂ_i_(ﬂﬂ)
4= \o1
P4 } 3
Py < gbz(%*ﬁ %)
Jaz( 1% _%lﬁ
PB =¥ ‘Iiﬁ z
—
= o
Pc < «=(35%)

P« and P 4 are distinguishable
P, and Ppg are distinguishable
P and P are distinguishable

pa(A) pa(N)
—  pp(A) pg(A)
1e(A) (V)

Ta0 A

99 B
OcoC

—

with certainty
with certainty
with certainty
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P, and P4 with prob. 1/2 each

P; and Pg with prob. 1/2 each

P. and Po with prob. 1/2 each

Pa, Py and P, with prob. 1/3 each
P4, Pg and P with prob. 1/3 each
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||

P, and P4 with prob. 1/2 each

P; and Pg with prob. 1/2 each

P. and Pg with prob. 1/2 each

Pa, Py and P, with prob. 1/3 each
P4, Pg and P with prob. 1/3 each

taa(A)
()
pec ()
Habe(A)

papc(N)

1 1

~Ha(A) + Spa(N)

1 i

Eﬁlb()\) + EHB(A)

1 1
%ﬂc(/\) + %pc’()\) 1
%#a('\) . 3 glﬂ'-b()*) + gﬂrc()*)

gn.q(/\) - - E.UB(/\) -+ %HC(A)
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= 50'54—5@'5
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1 1
EU'G‘FEG'A
1 1
= 5554—50'5
1 +1
— — —
-
1
— -éﬂ'a‘f'gﬂ'b‘l"gﬂ'c
1 1 1

I

/2
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By preparation noncontextuality

paa(A) = “E}B()\) = f-"cC(}‘)
= #abc(A) - JUABC'(}‘)
=rv()
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PaA e PbB 5 PCC
=~ Bote =~ Papc

By preparation noncontextuality

/2

paa(X) = wpB(A) = pec(N)

= pabe(A) = papc(N)
= ()
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—0g + —T A

v(\)

1 1
%#a(f\) -+ %Pﬂ()‘)
Eﬂb()\) - E,UB(}*)
1 1
aﬁc(f\) + 5#0()‘)
i 1

Eﬂa(}i) + gﬂb(/\) =+ %HE(/\)

1 1

1
5&4(}«) = 3 E#B(A) +p§#@()\)-



PaBc
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P, and P4 with prob. 1/2 each

P; and Pg with prob. 1/2 each

P. and P with prob. 1/2 each

Pa, Py and P, with prob. 1/3 each
P4, Pg and P with prob. 1/3 each

taa(A)
#p(A)
pec(A)
Habe(A)

rac(N)

1 1
§ﬂa(f\) + ?UA(/\)

Eﬂb()‘) o EHB(A)

1 1

E#c()\) + 5#(;(:\)

= a3+ () + —pe(A)
oy A
gﬁm(/\) e gns(k) - gﬂc(:\)
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By preparation noncontextuality

if2

paaA(X) = up(A) = pec(N)

= pabe(A) = papc(N)
=rv()
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—0q + —T 4
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| j |
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Eﬂb(-}\) 5 EHB()‘)
1 1
aﬁc()\) o E#C('\)
j | 1

1
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Qur task is to find
Pwa()\)r »U-A()‘): #b(f\)r

pB(A), pe(A), pc(r),
and v(\) such that

P'-a(}‘) )UA()‘) = 0
pp(A) pp(A) = O
pe(A) ;U'C()ﬁ) = 0
) = Zpa) + SpaO)
=~ + pp()
= %#c('\)‘l‘%#C(A)
1 1 1
= §pa(h)+§1ubo~)+§n¢(,\)

= 3
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Qur task is to find
ﬁﬂ(’\)r p:_.1(A). j.tb()\),

uB(A), me(A), pc(A),
and v(\) such that

pa(X) pa(A) = 0
up(A) pp(A) = 0
pe(X) pc(A) = 0
) = Spa(X) + Sua()
= SmO) + opp()
= %#{:(A)-I—%#c(k)
— %Ha(A)+%#b(A) +%P‘*c()‘)

= 3
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T B Y 0 %pg(k).

I.e., paralleling the
quantum structure:
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Qur task is to find
Pva()\)r #.4()\): #b('\)r

pB(A), pe(A), pc(r),
and v(\) such that

pma(A) pa(XA) = 0
pp(A) pp(A) = 0
pe(A) pc(A) = 0
v(A) = %Fﬂ(’\)_}-%ﬁﬂ()‘)
= Sm) + SupO)
= Zne() + SucO)
- %pa(h)—i—%‘pb(}\)‘l'%ﬁc(k)

S + SusN) + Suc)
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Qur task is to find
pa(A), F-A()‘): ,Ub()\)r

pB(A), pe(N), pc(N),
and v(\) such that

pa(A) pa(A) = 0
pp(A) pp(A) = 0
pe(A) pc(X) = 0
) = ZpaN) + SpaOl)
= Zm) + opp()
= %ﬁ‘c('\)‘l‘%PC’(A)
1 1

= —pa(A) +—=pp(A) + %P'c()‘)

3 2
1 1

= 3
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—pA(A) + (X)) + %#C()*)

From decompaositions (1)-(3), for 2=/

ﬁa()*r)

pp(X')
HE(AI)

0 or 2v(\)
0 or 2v()X)
0 or 2v()\)
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Qur task is to find

pa(A), P‘A(A)r Hb()‘) ’

pB(A), pe(X), pc(A),
and v(\) such that

pa(A) pa(A) = 0
pp(A) pg(A) = 0
pe(A) pe(r) = 0
»A) = %ﬁlﬂ()‘)'}_%#ﬂ()‘)
= S+ SupO)
= %#c(k) 5 %P—C(A)
— %ﬂa(‘)ﬁ) + %l,ub()\) + %P’-c(;\)

= =3

irsa: 07080041

—pA(A) + (X)) + %}UC()\)

From decompaositions (1)-(3), for 2=/

P‘Ja()*r)
pp(X)
HE(X,) ==

0 or 2v(\)
0 or 2v()\)
0 or 2v()\)

But then the RHS of decompasition (4) is

0.2v(X), 3v(\). 2v(X)
= v(X)
for X such that v(\) #0

CONTRADICTION
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Measurement noncontextuality
new definition versus old
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Another feature of a hidden variable model

Let M — {xz(V)
M < ()}

Representing coarse-graining of measurement outcomes:

Suppose the outcomes k£ of M are sorted into
subsets S;. Suppose M’ = implement M and
upon obtaining outcome k, record the ;5 such

that k € Sj.

Then x;(A) = Zkes,; xx(A)

Xl('\) - X]_(}t) -

x2(A) - Y i

x3(A) -\
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Recall the traditional notion of noncontextuality:

v ly, x1(A) —
x2(A) ] o
x3(A) L5

x1(A) -
= xo(\) || Ly
x3(A) | -3

v,(A) Is the same in the two cases
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This is equivalent to assuming:

x1(A) -\
=
X-1(XA) -
measure w»  Coarse-grain
{v1) (@1l I — |[1)(¥nl}
x1(A) "
x-1(A) L

/' coarse-grain
lw'p) and Jy'y)

measure
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Recall the traditional notion of noncontextuality:

lp,

x1(A) .

(- lw. \A.:> x2(A) .
| x3(A) b3
= x1(A) = -

xX2(A) | .\

x5(A) | - )\

\,(A) Is the same in the two cases
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This is equivalent to assuming:

x1(A)

X—rl()‘) >\

[T%

coarse-grain
Iy, and jyy)

{l1) (1], I — |¥1)(¥al}
x-1(A)

IS \

coarse-grain
lw'y) and Jy';

fys}
measure

lpe

measure

furs}

{Y1){¥al, I —|v1){(¢1l}
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Recall the traditional notion of noncontextuality:

lp,

|y, x1(A) —
|, (= x2(A) -y

x3(A) .-\

x1(}) -

= ey || Ly

x3(X) | -

v,(A) Is the same in the two cases
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This is equivalent to assuming:

x1(A)

X—rl(}‘) >\

%

w  coarse-grain

o) and |y,

{l1) (1], I —|¥1)(¢al}
x-1(A)

s \

coarse-grain
v’y and Jy'y)

measure

LIT5Y}

measure

lurs}

{l1){¥al; I —|v1){(¥al}
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But recall that the most general representation was

(P} M £p, (V) e -

<:> §py(A) £ 3 e

§P3 (A) . ’_L X
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This is equivalent to assuming:

A
. x1(A) -
X—rl()‘) >\
ws  Ccoarse-grain
o lwz) and |y
{1} w1l I — |¥1) (¥}
coarse—graln

measure
'y and |y
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But recall that the most general representation was

(P} M &p, (V) N -3

= (D} — £p,(A) — —

§P3 (A) — ’_L A
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But recall that the most general representation was

{Pr} M £p, (A) b, T —
e [ <:> 6}32(/\.) /“h\ -, »
§P3()\) F ’_L x
Therefore:
traditional notion of revised notion of
noncontextuality = noncontextuality for sharp
measurements
and

outcome determinism for
sharp measurements
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So, the proposed definition of noncontextuality is not
simply a generalization of the traditional notion

For sharp measurements, it is a revision of the
traditional notion
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So, the proposed definition of noncontextuality is not
simply a generalization of the traditional notion

For sharp measurements, it is a revision of the
traditional notion

Noncontextuality and determinism are separate issues!
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But recall that the most general representation was

§p (A) N -
<:> £pr(A) L= = %
§P3()~) F ’_L x
Therefore:
traditional notion of revised notion of
noncontextuality = noncontextuality for sharp
measurements
and

outcome determinism for
sharp measurements
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So, the proposed definition of noncontextuality is not
simply a generalization of the traditional notion

For sharp measurements, it is a revision of the
traditional notion
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revised notion of
= noncontextuality for sharp
measurements

traditional notion of
noncontextuality

and

outcome determinism for
sharp measurements

No-go theorems for previous notion are not necessarily
no-go theorems for the new notion!

In face of contradiction, could give up ODSM
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But

preparation outcome determinism for
noncontextuality sharp measurements
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But

preparation outcome determinism for
noncontextuality sharp measurements

Therefore:
measurement noncontextuality for sharp
noncontextuality measurements
and e o
preparation outcome determinism for

noncontextuality sharp measurements
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But

preparation outcome determinism for
noncontextuality sharp measurements

Therefore:

measurement

noncontextuality Traditional notion of

and noncontextuality
preparation

noncontextuality
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But

preparation outcome determinism for
noncontextuality sharp measurements
Therefore:
measurement
noncontextuality Traditional notion of
and noncontextuality
preparation

noncontextuality

no-go theorems for the traditional notion of noncontextuality can
be salvaged as no-go theorems for the generalized notion
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... and there are many new proofs, even in 2d



Is contextuality mysterious?
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Is contextuality mysterious?

| would say YES.
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Is contextuality mysterious?

| would say YES.

*There is a tension between
the dependence of representation on certain details of the

experimental procedure

and
the independence of outcome statistics on those details of

the experimental procedure
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Phenomena that are a form of generalized contextuality

- all variants of the Bell-Kochen-Specker theorem
(algebraic, state-specific, statistical, continuous, discrete)

- all variants of Bell's theorem

- all the novel no-go theorems, including the 2d ones
(see RS, PRA 71, 052108)

- Aspects of pre- and post-selected “paradoxes” (Joint work with
M. Leifer, PRL 95, 200405)

-The necessity of having negativity in quasi-probability
representations of quantum theory

- all variants of von Neumann'’s no-go theorem

- Quantum improvements in certain IP tasks

irsa: 07080041 Page 45/64



3 Mol J“@f-;_)ﬁg-e@ |
NR ‘)trsm : er

.
G, mm,gmm}
=




Lol Jq@{%ﬁ ?5 pirse. o

2)

o 1)

DGl 216l 1S J} :
W—nﬂ‘i‘ . .
l S195¢¢) 1 M&Lr:’... |

\Zﬂ I

i B
\-
> e [y ¥

&1 r] g—\f—-




Phenomena that are a form of generalized contextuality

- all variants of the Bell-Kochen-Specker theorem
(algebraic, state-specific, statistical, continuous, discrete)

- all variants of Bell's theorem

- all the novel no-go theorems, including the 2d ones
(see RS, PRA 71, 052108)

- Aspects of pre- and post-selected “paradoxes” (Joint work with
M. Leifer, PRL 95, 200405)

-The necessity of having negativity in quasi-probability
representations of quantum theory

- all variants of von Neumann'’s no-go theorem

- Quantum improvements in certain IP tasks
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Conclusions about contextuality

The notion of contextuality can and should be separated from
that of outcome indeterminism

It can be extended to preparations and unsharp measurements.
It can be made operational and thus subject to experimental test

It powers better-than-classical performance of certain
information-processing tasks

The generalized notion is seen to be an umbrella for many
notions of nonclassicality
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Open questions

What other notions of nonclassicality might be instances of
contextuality? Fermionic statistics?

What other information-processing tasks might be powered by
contextuality”? Quantum computation?

Can we quantify contextuality as a resource?

Why isn't the world more contextual? For instance, why can't we
iImplement perfect parity-oblivious 2-to-1 random access code?

What physical principle relieves the tension between the context-
dependence at the hidden variable level and the lack of contexi-
dependence at the operational level?

See: RS, Phys. Rev. A 71, 052108 (2005): quant-ph/0406166
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Do quantum states
describe reality or our
knowledge of reality?
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Do quantum states
describe reality or our
knowledge of reality?
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“But our present QM formalism is not purely
epistemological; it is a peculiar mixture describing

In part realities of Nature, in part incomplete human
information about Nature -— all scrambled up

by Heisenberg and Bohr into an omelette that nobody
has seen how to unscramble. Yet we think

that the unscrambling is a prerequisite for any further
advance In basic physical theory. For, if we

cannot separate the subjective and objective aspects
of the formalism, we cannot know what we

are talking about; it is just that simple.”

—-E.T. Jaynes
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p-complete vs. y-incomplete
w-ontic vs. -epistemic

y-complete

- =\

Complete state is
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w-complete vs. wy-incomplete
w-ontic vs. \y-epistemic

y-complete

- >\

Complete state is

y-incomplete
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p-complete vs. y-incomplete
w-ontic vs. \y-epistemic

yp-complete

- -\ W—OntiC
Complete state is

y-incomplete

> W
W
- /-t\ > /. - -
\ B y—ontic y—epistemic

'}
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p-complete vs. y-incomplete
w-ontic vs. \y-epistemic

y-complete

-)s w—ontic
Complete state is

y-incomplete

X 2N

y—ontic —

y—epistemic
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plete state is (. w) Complete state is . —



y-complete model:

Space of physical states = space of rays in Hilbert space
A=1

w-ontic model:

For preparation procedures Py, Py with [¥1) 7= [12)

(| Py, ) (A Pyy,y) = O for all X

p-epistemic model:

y(/\|P[w1>)p,(/\|P[w2>) # 0 for some )\
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p-complete vs. w-incomplete
w-ontic vs. \y-epistemic

y-complete

-1 w—ontic
Complete state is

y-incomplete
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y—ontic —

y—epistemic
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y-complete model:

Space of physical states = space of rays in Hilbert space
A=

w-ontic model:

For preparation procedures Py, Flyo) with Y1) 7= [12)

(| Py, )ie(A|Pyy,y) = O for all X

y-epistemic model:

u(A|PEw1>)u(,\|PIw2>) # 0 for some A\
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p-complete vs. wy-incomplete
w-ontic vs. \y-epistemic

y-complete

-|s w—ontic
Complete state is

y-incomplete

v LN

y—ontic =

y—epistemic

plete state is (. w) Complete state is . -



y-complete model:

Space of physical states = space of rays in Hilbert space
A=

y-ontic model:

For preparation procedures Py ). Flyy) with [¥1) 7= [12)

p(A| Py (N Pyypy) = 0 for all A

y-epistemic model:

#(Mﬂwl))“(MP\ng # 0 for some A\
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p-complete vs. wy-incomplete
w-ontic vs. \y-epistemic

y-complete

-\ w—ontic
Complete state is

y-incomplete

v VAN
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y—epistemic
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p-complete vs. w-incomplete
w-ontic vs. \y-epistemic

y-complete

-\ w—ontic
Complete state is

p-incomplete

v /XN

y—ontic i

y—epistemic
ot
plete state is (. w) Complete state is 7. S—



